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Abstract 

Spatially Indirect Excitons in Coupled Quantum Wells 

by Chih-Wei Eddy Lai 

Doctor of Philosophy in Applied Science and Technology 

University of California at Berkeley 

Professor Daniel S. Chemla, Co-chair 

Professor Ture K. Gustafson, Co-chair 

 

Microscopic quantum phenomena such as interference or phase coherence 

between different quantum states are rarely manifest in macroscopic systems due to a 

lack of significant correlation between different states. An exciton system is one 

candidate for observation of possible quantum collective effects. In the dilute limit, 

excitons in semiconductors behave as bosons and are expected to undergo Bose-Einstein 

condensation (BEC) at a temperature several orders of magnitude higher than for atomic 

BEC because of their light mass. Furthermore, well-developed modern semiconductor 

technologies offer flexible manipulations of an exciton system. Realization of BEC in 

solid-state systems can thus provide new opportunities for macroscopic quantum 

coherence research. In semiconductor coupled quantum wells (CQW) under a cross-well 

static electric field, excitons exist as separately confined electron-hole pairs. These 

spatially indirect excitons exhibit a radiative recombination time much longer than their 

thermal relaxation time – a unique feature in direct band gap semiconductor based 

structures. Their mutual repulsive dipole interaction further stabilizes the exciton system 

at low temperature and screens in-plane disorder more effectively. All these features 
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Chapter 1 Introduction 

1.1 Overview and motivation 
Microscopic quantum phenomena such as interference or phase coherence 

between different quantum states are rarely manifest in macroscopic systems due to a 

lack of significant correlation between different states. Several phenomena, such as 

superconductivity, superfluidity, laser action, Bose-Einstein condensation (BEC), and 

quantum Hall effects which involve superpositions of states of bosons or fermions at 

macroscopic scales, are striking examples of macroscopic quantum coherent states. 

Among these, Bose-Einstein condensation probably is most elusive. The existence of 

BEC was first predicted by Einstein based on Bose statistics as a new form of matter in 

1924-25 [1-3]. BEC was inferred in superfluid liquid helium [4] but a more pure BEC 

was not created until almost 70 years later with ultra-cold (~100 nK to 1 µK) dilute gases 

of composite-boson alkali atoms in magneto-optical traps [5,6]. Over the past few years, 

the subsequent demonstration of BEC in several atomic species confined in optical or 

magnetic traps has triggered intense interest [7-10]. 

A variety of quasi-particles with bosonic character are also found in condensed 

matter. In particular, semiconductors can sustain bound electron-hole (e-h) pairs, excitons 

(Xs). In the dilute limit, Xs in semiconductors behave as bosons and are expected to 

undergo BEC at a temperature several orders of magnitude higher than for atomic BEC 
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because of their light mass.1 Following proposals of possible excitonic BEC in 1962 

[11,12], theoretical work [13-19] has suggested that Xs could undergo BEC at a critical 

temperature (Tc) as high as 1 to 10K, a factor of 106 higher than for atoms. The 

realization of excitonic BEC in semiconductors would open new opportunities in the 

manipulation of macroscopic quantum coherence because of the greater flexibility and 

well-developed technology of semiconductor materials [20]. However, excitonic BEC 

presents both fundamental and practical experimental challenges. 

From a fundamental viewpoint, Xs are spatially extended composite particles 

(Bohr radius: aX ≈ 10 nm - 50 nm) made of loosely-bound fermions that evolve not in the 

real vacuum but in an extremely dense (≈1023 particles/cm3) solid matrix. The X density, 

nX, can be widely varied with the photo-excitation intensity, and when nX approaches the 

level where the inter-particle spacing becomes comparable to aX, a crossover from Bose 

to Fermi statistics occurs. Therefore, excitons no longer retain their boson-like character 

at high densities [21-23]. Moreover, complicated interactions such as screening [24-27] 

and spin [28-30] effects in the electron-hole (e-h) and exciton systems make prediction of 

ground state of an high density e-h system challenging. For example, at sufficiently high 

densities, screening of the e-h coulomb attraction prevents the binding of e-h pairs, and 

the insulating X gas can undergo a Mott transition to a conducting e-h plasma (EHP) 

[31]. In some semiconductors a gas-liquid phase transition can also occur where the X 

                                                 
 
1 For an ideal non-interacting three-dimensional bosonic system, the critical temperature of BEC is 

2 /322 /
2.612c

B

n gT
M k
π ⎛ ⎞= ⎜ ⎟

⎝ ⎠
=

, where n is the density, g the  ground state degeneracy, and M the mass of 

bosons.  
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gas condenses into an e-h liquid (EHL) [13,14,32,15,33]. Figure 1.1 schematically 

illustrates possible phases of low to high density e-h systems. 

 
Figure 1.1 Illustration of the electronic and excitonic phases in 
semiconductors. In the dilute exciton gas, where the mean interparticle 
distance rs is much larger than the exciton Bohr radius ax, the spontaneous 
annihilation yielding luminescence is the main decay channel. With 
increasing densities (rs ≥ ax ) excitonic scattering processes and possible 
biexciton formation mediate the decay process. At high carrier densities (rs 
≤ ax) the screening of the Coulomb interaction (right inset) leads to the 
ionization of excitons. The radiative processes are hence dominated by 
free carrier recombination. It is expected that below a certain critical 
temperature either the dense exciton fluid or the dense electron-hole fluid 
can undergo a phase transition, forming an electron-hole liquid (EHL) or a 
condensed Bose state. The later has not been established experimentally. 
(Adapted from [34]) 

Experimentally, though many claims have been made over the past thirty years, 

the evidence for BEC has not been unambiguous (see for example ref. [35] for reviews). 

From a practical viewpoint, the crucial step toward excitonic BEC is the realization of 

cold statistically degenerate X systems. Xs as quasi-particles of excited semiconductors 

have a finite lifetime and typically annihilate radiatively on the order of nanosecond in 
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direct-bandgap semiconductors. For possible occurrence and observation of excitonic 

BEC, Xs are required at least to cool down via emission of phonons and reach quasi-

equilibrium in a time much shorter than their lifetime. In semiconductor coupled quantum 

wells (CQW) under a static electric field perpendicular to the QW-plane (z-direction), the 

ground state is a spatially indirect exciton (indirect-X) with the electron confined in one 

QW and the hole in the other [36,37]. These indirect-Xs in CQW possesses several 

unique properties. (i) The separation of electrons and holes in the z-direction reduces the 

wave function overlap, resulting in an increased radiative lifetime that in our 

GaAs/AlGaAs CQW samples is about two orders of magnitude longer than that of the 

direct-Xs (e-h pairs in the same QW) (see Chapter 4). (ii) Furthermore, the CQW are 

embedded in a three-dimensional (3D) structure resulting in relaxation of the momentum 

conservation along the z-direction. Therefore, cooling to the lattice temperature, via 

emission of bulk longitudinal acoustic (LA) phonons, is about three orders of magnitude 

faster for Xs in GaAs QWs than that in the bulk [38]. (iii) Finally, the e-h spatial 

separation give rise to a repulsive dipole-dipole X-X interaction that effectively screens 

the in-plane disorder potential [39]. Because of these unique features of spatially indirect-

Xs, CQW nanostructures provide new opportunities for discovery of macroscopic 

collective quantum effects. 

The quasi-two-dimensional (quasi-2D) nature of CQW also raises important 

theoretical issues related to phase transitions in reduced dimensionality. BEC only occurs 

at T = 0 in a homogeneous infinite-plane 2D system of ideal bosons [40,41], but can 

occur at finite T when they are confined in 2D traps [42,43]. Hence producing local 

confined cold X systems may be a key step to realize excitonic BEC. 
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This dissertation describes experimental efforts to characterize properties of 

spatially indirect-Xs in CQW. The realization, phase diagram, and formation mechanisms 

of degenerate cold indirect-X systems confined in in-plane localities (‘traps’, for brevity) 

are reported [44,45]. Contraction of clouds containing more than tens of thousands of 

excitons within areas as small as (10 µm)2 below ~10 Kelvin was observed. Applying the 

Tc formulae for ideal bosons in a square 2D-box [43] to the confined Xs observed gives 

Tc ≈ 1K for reachable experimental conditions.2 Photoluminescence (PL) hundreds 

microns away from localized excitation spots were also observed in the form of ordered 

fragmented rings with a extended dark zone in between [46,47]. This signaled 

macroscopic carrier transport and possible ordering in the system. 

The formation mechanisms of these unusual ‘naturally’ formed cold dense X 

systems were not clear. We thoroughly investigated the optical and electrical properties 

of the CQW sample to provide deeper understanding of the formation mechanisms of 

these cold exciton systems. These insights in the formation mechanisms offer new 

strategies for artificially producing cold exciton systems in a more controllable way, 

where trapping and manipulation of Xs can be engineered. This may lead to opportunities 

for the realization of BEC or observation of quantum collective effects in solid-state 

systems. 

                                                 
 
2 For a 2D box, 

( )
24 1

2 ln /c
B

nT
M k g nS g
π

=
=

, where n ≈ 5×1010 cm-2 is the density, M ≈ 0.22m0 the 

indirect-X effective mass, S ≈ (10 µm)2 the area, and g = 4 the degeneracy. Here the the confinement across 
wells is neglected (i.e. assume ideal 2D excitons). 
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1.2 Outline of thesis 
In the next chapter, we present an introduction to the physics of GaAs structures, 

Wannier excitons in semiconductors [48,49] and coupled quantum wells [50]. An 

overview of the photoluminescence and life cycle of excitons is also given. In Chapter 3, 

we detail both the experimental apparatus and the structures of the CQW samples. 

Chapter 4 presents an experimental investigation of the properties of the spatially indirect 

excitons, including the dependence of exciton energy and lifetime on the electric fields 

and laser excitation intensities. In Chapter 5, we describe the production of statistically 

degenerate exciton systems confined within in-plane localities and their phase diagram as 

a function of temperature and excitation intensity. In Chapter 6, we briefly review the 

ordered necklace-like PL patterns and other photoluminescence centers observed on the 

same CQW samples. The photocurrent characteristics of the sample and the formation 

mechanisms of the confined exciton systems in localities are addressed in Chapter 7. In 

Chapter 8, we review experimental progress and criteria for excitonic BEC. Finally, we 

summarize the results and discuss future research directions. 
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Chapter 2 Background 

2.1 Introduction 
This chapter provides a general background for understanding the main results of 

this work. We begin by reviewing GaAs and quantum-well structures, followed by 

reviews of Wannier excitons and excitons in quantum wells. We will then describe the 

effects of electric and magnetic fields on the quantum wells, especially the energy levels 

in coupled quantum wells (CQW). After describing life cycles of excitons, we will end 

the chapter with a discussion of photoluminescence as a probe of the energy and spatial 

distributions of optically active excitons. 

2.2 GaAs structures 
Various material parameters and properties of GaAs and related materials are 

well-known [51]. Here we only review some properties relevant to the thesis. The 

electronic energy-band structures of bulk GaAs have been extensively studied [52-

55,51,56,57]. The fundamental absorption edge of GaAs corresponds to direct transitions 

from the highest valence band to the lowest conduction band at the Γ point (K = 0) in the 

first Brillouin zone (BZ). Near the Γ point, the band structure is well described by the 

effective mass approximation. At K = 0 the conduction band electrons exhibit s-like 

symmetry while the valence band electrons exhibit p-like symmetry. With the inclusion 

of spin, there are two s-like conduction bands and six p-like valence bands, respectively 

degenerate at the Γ point. The low temperature bandgap is Eg = 1.519 eV. These bands 
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are 1/ 2S  with total angular momentum J=1/2, 3/ 2P  with J=3/2, and 1/ 2P  with J=1/2 as 

detailed in ref. [56]. When spin-orbit effects are included, the two split-off hole states 

( 1/ 2 1/ 2, 1/ 2JP J m≡ = = ± ) drop in energy, opening a gap (∆0 ≈ 0.34 eV at low 

temperature) between it and the light (lh, 3 / 2, 1/ 2JJ m= = ± ) and heavy-hole (hh, 

3 / 2, 3 / 2JJ m= = ± ) bands without affecting the s-like states [58,51]. These bands 

have, in general, different curvature so that they split away from the Γ-point (K≠0). The 

electron and hole effective mass can be expressed by ( ) ( )
2 2

*
( )

( ) ( ) 2 h e

k
v c v c m

E E Γ −K = = , where 

 can be the electron, heavy-hole, or light hole effective mass. The isotropic effective 

mass of the electron is , where  is the electron rest mass. The effective 

masses of holes in bulk GaAs are also relatively isotropic near the BZ center. The 

spherically-averaged effective masses of the holes are  and  

[51]. 

*
( )h em

*
00.067em = m 0m

*
00.5hhm m= *

00.08lhm m=

Due to the enormous advances in the epitaxial crystal growth techniques such as 

molecular beam epitaxy (MBE) and MOCVD, one can grow alternating layers of 

different semiconductors with well-controlled thickness (down to one mono-atomic layer 

precision) and composition. This has provided new systems for both basic physics 

research and various device applications. The GaAs/AlGaAs heterostructure system is 

one prime example. Because the lattice parameter difference between GaAs and AlxGa1-

xAs (0 ≤ x ≤ 1) is negligible (<0.15% at 300 K), we can create lattice-matched hetero-

interfaces with various band offsets and tailor the barrier heights for particular 

applications. By sandwiching a layer of GaAs between AlGaAs, a quantum well (QW) is 
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created in the growth direction (z-direction). The electrons in the GaAs layer are confined 

in a one-dimensional (z-direction) potential well whose height is labeled as ∆Ec. 

Similarly, the holes are also confined in a potential well with height ∆Ev. This 

confinement has a significant effect on the energy states: (i) It lifts the hh-lh degeneracy 

at the Γ point due to the reduction of symmetry. (ii) The energy bands kz has discrete 

values but are continuous function of kx and ky. (iii) The hh and lh masses are quite 

anisotropic due to the p-like symmetry of the valance bands, though the electron mass is 

still isotropic. The dispersion equation, taken from the Luttinger Hamiltonian [59], near 

K = 0 gives the functional expression for in-plane (x-y plane, ||) and perpendicular (z-

direction , ⊥) hole masses in a [001]-grown QW as: 

 
1 2 1

1 ,
2hh lhm m

2

1
γ γ γ⊥ ⊥= =

γ− +
 (2.1) 

and 

 
1 2 1 2

1 1,hh lhm m
γ γ γ

= =
γ+ −

 (2.2) 

 
, where γ1 = 7.10 and γ2 = 2.02 are Luttinger parameters [51]. 

The masses given by Eq. (2.1) are identical as those for bulk [001] hh and lh 

masses. In contrast, Eq. (2.2) shows that the in-plane hh (lh) band now has a light (heavy) 

mass. The masses determined by these formula are mhh|| = 0.11 m0, mlh|| = 0.20, mhh⊥ = 

0.33 m0 and mlh⊥ = 0.09. These expressions are highly simplified so that they may differ 

from the real QW case. Nevertheless, they provide indications of the in-plane and 

perpendicular masses in an approximate manner. More exact calculations of the Luttinger 

Hamiltonian including the detailed band mixing have been carried out [60,61]. The hole 
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effective masses in GaAs/AlGaAs heterostructures have been examined by various means 

such as photoluminescence, magnetooptics, cyclotron resonance, etc. (see for example, 

references in chapter 9 of [51]). We will report in Sec. 4.6 the measured heavy-hole 

exciton dispersion and effective mass (≈ me + mhh&) utilizing magnetooptics. 

2.3 Wannier excitons 
In semiconductors, the excited electron and hole interact attractively according to 

the Coulomb law modified by the medium, -e2/ε reh. Here ε is the dielectric constant and 

reh is the distance between the excited electron and hole. Due to the relatively large 

dielectric constants in semiconductors, the excited electrons and holes are loosely 

coupled with most of their free particle features retained. Therefore, the wavefunction of 

these composite bound electron-hole pairs, known as Wannier excitons [48,62,49,63 ], 

includes a slowly varying envelope with their unmodified Bloch functions. 

2.4 Excitons in quantum wells 
Bound and continuum states of excitons in 3D are basically similar to those found 

in the hydrogen atom discussed in general quantum mechanics books. The energies of the 

bound states are given by 

 
2* 2

(3 ) *
2 ,

2 4
D

n g
Ry eE E Ry
n

µ
πε

⎛ ⎞
= − = ⎜ ⎟

⎝ ⎠=
,  (2.3) 

where Ry* is the Rydberg energy scaled by the dielectric constant and the reduced mass 

(µ-1 = me
-1 + mh

-1) of the exciton. The theory of excitons is similar in strictly two-

dimensional (2D) limit, where the thickness in the z-direction is assumed to be zero. 

Analytical solutions for the 2D exciton problems in momentum-space or real-space 
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(coordinate-space) have been solved or discussed, for example, in refs. [64,57,65]. In this 

limit 2D case, the energy levels are given by 

 
( )

*
(2 )

2 .
1/ 2

D
n g

RyE E
n

= −
−

 (2.4) 

Therefore, the binding energy of excitons in 2D is four times that in the 3D. For finite 

thickness quantum well structures, theory of excitons can be found for example in refs. 

[66-71]. 

2.4.1 Electric and magnetic fields 
Electric and magnetic fields are valuable probes of electronic systems. We discuss 

the effects of electric and magnetic fields on quantum wells structures separately in the 

sections below. 

2.4.1.1 Quantum wells under electric field 
An electric field is commonly used to drive a current through a conductor; 

however, useful information or applications can be extracted by applying an electric field 

to an insulator as well. In the bulk case, a strong electric field causes a change in optical 

absorption near the band edge – known as the Franz-Keldysh effect. This is even more 

powerful when the electrons and holes are confined in a QW. An electric field in excess 

of 105 kV/cm can be applied in the growth direction of the QW structures either via a 

Schottky barrier or by inserting the structure into the intrinsic part of a p-i-n or n-i-n 

junction. The consequent dramatic effects on the optical properties of quantum well 

structures have been extensively studied from both fundamental and practical point of 

view [72-76]. With a perpendicular electric field on the QW, significant changes in the 

optical absorption, reflection, and PL spectra can be observed and are attributed to 

modifications of the spatial confinement of the electron and hole wave functions. The 
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shift of the absorption edge caused by the so called quantum confined Stark effect 

(QCSE) has found applications in high speed optical modulators [77]. 

 
Figure 2.1 Schematic diagram of energy levels and transitions in a CQW 
under flat-band (electric field F = 0) and electric field (F > 0) conditions. 
Only the first electron, heavy-hole, and light hole subbands are shown and 
the energy levels are not drawn to scale. Symbols: S - symmetric states; A 
- asymmetric states; L – states with probability densites peaked in the left 
QW; R – states with probability densites peaked in the right QW (Adapted 
from [50]) 

Pairs of QWs structures with an inter-well barrier sufficiently narrow that the 

electron and/or hole wave functions in the two wells overlap considerably were also 

employed to study the electric field effects [78-82]. We will refer to such structures as 

coupled double quantum wells (CDQW) or coupled quantum wells (CQW) for brevity.  

In an unperturbed system of two identical QWs separated by a thin barrier, degenerate 

single QW states split into symmetric (S) and antisymmetric (A) doublet states (Figure 

2.1). In an isolated single QW, the effect of the electric field is to reduce both conduction 
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and valence band energies and exciton binding energies. In a CQW, the split levels of 

each of the coupled electronic states move in opposite direction as a function of the 

applied electric field (Figure 2.1). Transitions between these levels are essentially either: 

(a) spatially indirect (inter-well), associated with recombination of electrons in one well 

and holes in the other, or (b) spatially direct (intra-well). In the case of spatially indirect 

transitions, the exciton radiative lifetime is increased due to the reduction in spatial 

overlap between the electron and hole wave functions. 

Figure 2.1 shows the feature energy states, positive and negative Stark shifts, and 

the crossings of some levels [50]. Observable optical transitions are determined by parity 

symmetry between the states for symmetric CQW. In the absence of an electric field (the 

flat-band condition), the coupled states possess definite parity under reflection in the z-

direction. In this condition, the only dipole allowed transitions are between electron and 

hole states having the same z-directed symmetry. When a perpendicular electric field is 

applied to the CQW, the wave functions are distorted, reflection symmetry destroyed, 

selection rules are relaxed and all transitions become dipole allowed. As shown in Figure 

2.1, the symmetry allowed transitions under the flat-band condition become inter-well 

(spatially indirect) transitions under an applied field, whereas the previous symmetry-

forbidden transitions become intra-well (direct) transitions. Note that transition 1, which 

is the main transition observed in PL and symmetry allowed in the absence of a bias 

voltage, becomes a spatially indirect (inter-well) transition between electrons and holes in 

separate wells with applied electric fields. The lowest exciton state formed by this 

transition [electron (e1) to heavy-hole (hh1)] is the most interesting state for investigation 

of exciton condensation. It was investigated through CW PL or time-resolved PL 
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extensively in this dissertation. We refer to the inter-well excitons as spatially indirect 

excitons (indirect-Xs) and intra-well excitons as direct excitons. The plethora of different 

transitions involved can be effectively explored with PL excitation (PLE) and 

photocurrent spectroscopy. In this dissertation, only a limited number of such 

measurements are addressed. 

2.4.1.2 Quantum wells under magnetic field 
The quantum-mechanical effects of an electric field are usually not too divergent 

from that expected classically. A magnetic field has more profound effects, particularly 

on low dimensional systems. The continuous density of states of a two-dimensional 

electron gas splits into a discrete set of δ-function Landau levels [83,65], which manifest 

in the longitudinal conductivity as the Shubnikov-de Hass effect [84]. In a two-

dimensional electron gas, the integer quantum Hall effects and fractional quantum Hall 

effects are well-known phenomena [85-87]. These effects and general magneto-optical 

properties of excitons or electron/hole gases in quantum wells are beyond the scope of 

this dissertation. One aspect of interest is the magnetic enhancement of the effective mass 

of the spatially indirect excitons in CQW. This is described in Sec. 4.6 

2.5 Photoluminescence and life cycle of excitons 
After the creation of electron-hole (e-h) pairs by optical or other excessive energy 

excitation, thermal equilibrium is restored through the carrier relaxation, exciton 

formation, and eventual recombination giving rise to observable luminescence (Figure 

2.2). The radiative recombination processes appear to dominate the non-radiative 

processes in QWs at low temperatures. However, electron-hole pairs in QWs do relax to 

respective sub-bands via emission of longitudinal acoustic (LA) phonons or optical 

phonons (LO, for T > 100 K), or through carrier-carrier scattering [88]. In CQW with 
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structural and/or electric field induced asymmetry, the probability densities for the 

ground and first excited states are peaked in separate wells. Impurity or optical phonon 

assisted tunneling and scattering through the coupling barrier allows carriers created in 

the anti-symmetric excited states to relax quickly to the symmetric ground state. Electron 

tunneling time of tens of picoseconds for electric fields of a few tens of kV/cm was 

reported for CQW with AlGaAs barrier thickness ~40-50 A˚ [89,90]. Relaxation of 

electrons from the anti-symmetric to symmetric sub-band states through LO phonon 

scattering is possible when the sub-band transition energy exceeds the LO photon energy 

( 36LO meVω ==  in GaAs [51]). LO phonon scattering time under 10 ps has been 

predicted in CQW for experimental conditions similar to those investigated here [90]. 

Impurity assisted tunneling between the excited and ground state sub-bands for heavy-

holes within symmetric GaAs/Al0.3Ga0.7As CQW similar to those studied were reported, 

which showed a 340 ps tunneling time for electric field of ~16 kV/cm [91]. 

 
Figure 2.2 Energy-momentum dispersion and an example of the life cycle of 
excitons. The red arrows represent example relaxation processes after formation 
of an exciton.  
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Upon relaxation to the respective ground sub-band states in times on the order of 

sub-nanoseconds, the mutually coulomb attraction of electrons and holes dominates to 

form excitons (Xs). These initial Xs are energetic (hot) with finite center-of-mass (CM) 

momenta ( ). After relaxation (cooling) through X-X, X-free carrier, and X-

acoustic phonon scattering [88,92] to reach a quasi-thermal equilibrium, cold Xs with 

K≈0 eventually annihilate and emit detectable photons (photoluminescence). At low 

temperatures X-LA phonon scattering dominates the cooling process, exhibiting a 

characteristic sub-nanosecond relaxation time [38]. Note that the relaxation time can 

increase depending on the interface roughness and localization. 

0= ≠P K=

The CQW are embedded in a three-dimensional structure resulting in relaxation 

of the momentum conservation along the QW growth direction (z-direction). Therefore, 

cooling to the lattice temperature, via emission of bulk longitudinal acoustic phonons, is 

about three orders of magnitude faster for Xs in GaAs QWs than that in the bulk [38]. 

This cooling is an elastic process that conserves both in-plane momentum and the total 

energy. The energy of a phonon mode with momentum  is given by K &= svK &= , where vs 

is the sound velocity. A free X with mass M and wave vector K cannot be scattered into a 

lower kinetic energy state by emission of a single acoustic phonon if the slope of the X 

energy dispersion at K is less than sv= , i.e. if sK Mv<= . A bottleneck for cooling by 

acoustic phonon scattering occurs at a free X energy of 1
2 sMv . For bulk acoustic phonons 

in GaAs, vs ≈ 3.4×107 cm/s. For heavy-hole spatially indirect-Xs in CQW, M ≈ 0.22 m0 

(see Sec. 4.6 for measured effective mass), where m0 is the free electron rest mass. The 

low temperature limit for acoustic phonon assisted cooling is then given by 

1
2 / ~ 0.1s BMv k K . For a lattice temperature much higher than this values, as in most 
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cases of PL experiments herein, thermalization of free Xs can proceed without 

encountering this bottleneck. 

Under a static electric field perpendicular to the QW-plane (z-direction), the 

ground state is a spatially indirect-X with the probability amplitudes of the electron and 

hole wave functions peaked in separate adjacent QWs. This separation reduces the 

electron and hole wave function overlap, resulting in an increased radiative 

recombination lifetime that in our GaAs/AlGaAs CQW samples can be ≈100 ns, about 

two orders of magnitude longer (sec. 4.4) than that of the direct-X (e-h pairs in the same 

QW). The long indirect-X lifetime leads to a high density quasi-thermal X distribution, in 

which collective quantum effects may be observed [93-98]. 

Lifetime 
 

QW excitons interact with a quasi-continuum of photon states, which give rise to 

a finite lifetime. Assuming a thermal distribution of the in-plane center of mass energy 

, and using the fact that because only excitons with in-plane wave vector K 

equal to the photon wave vector 

2 2 / 2K M=

/n cω=  can radiate, the Fermi Golden Rule gives a 

radiative lifetime of free excitons proportional to the temperature T. On the other hand, 

the radiative lifetime decreases with decreasing well thickness due to a better overlap of 

the envelope electron- and hole- wave functions [99]. The picture of free-exciton 

radiative decay is not valid when excitons are localized and when the characteristic 

coherence length of the exciton lc satisfies the condition that 2 2/ 2 c BMl k T>= . The 

localized exciton lifetime becomes temperature independent and is generally in the 100 

ps range. In moderate quality QW samples, the recombination time can be governed by 

this and other non-radiative processes, which gives rise to a recombination lifetime that 
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decreases with temperature. Finally, at room temperature most excitons are thermally 

ionzed and the radiative recombination process is essentially governed by band-to-band 

bimolecular processes. 

PL: k-selection rule 
 

Photoluminescence results from the radiative recombination of optically active, 

bound or unbound, electron-hole pairs with CM momentum P ≈ 0 [100,99]. Only X states 

which can decay into photons with conservation of both momentum and energy can 

contribute to the PL signal. The momentum of PL photons emitted has a z-component 

generated from the Fourier components of the quantum confined electron and hole wave 

functions; whereas the in-plane momentum component is determined by the X center-of-

mass momentum. For free excitons with homogeneous linewidth Γ= , then all states 

satisfying the following relationship can becom optically active: 

 
2 2

. .

2 2
o aK

M
Γ

≤
= =  (2.5) 

For radiative recombination lifetimes on the order of 100 ns in a two level system, 

the homogeneous linewidth is on the order of 10-8 eV. This is much less than the thermal 

energy of Xs, which is on the order of the spread in kinetic energy 2 2

2~ K
B Mk T ∆= . 

Therefore, optically active Xs constitute only a small fraction of a thermally quasi-

equilibrium distribution of exciton population. 

PL Linewidth 
 

Molecular beam epitaxy grown QW structures have typical thickness fluctuations 

on the order of one monolayer or greater. The resultant confining potential variation in 

the QW contributes to an inhomogeneous broadening of exciton linewidth. Hence, the X 
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PL linewidth is better described by the convolution of the homogeneous and 

inhomogeneous linewidths with the latter being the dominant term [101]. 

Inelastic electron-phonon scattering processes and other scattering processes due 

to coulombic impurities, alloy fluctuations etc. all contribute to the homogeneous 

linewidth of X transition in QWs. The homogeneous linewidth of excitonic lines in GaAs 

has been found to be well approximated by the following equation: 

  

 0 /

1
1LO BLO k TT

e ωγΓ = Γ + + Γ
−=  (2.6) 

 
with Γ0 = 0.5-1 meV represents the temperature-independent contribution from defect 

scattering, γ = 5-10 µeV/K is due to acoustical phonons scattering, while ΓLO = 5 meV is 

due to longitudinal optical phonons ( 36LO meVω == ) scattering [102]. 

At low temperature, the excitonic linewidth is inhomogeneously broadened 

principally because of interface roughness. 

PL intensity 
 

As a result of the disorder present in QWs, a finite fraction of the Xs can be 

trapped at potential minima depending on the amount of disorder and the lattice 

temperature. At low lattice temperature, more Xs are trapped by disorder due to the 

reduced thermal activation energy available to detrap them. These Xs with localized 

wave functions are delocalized in momentum space, which leads to enhanced radiative 

recombination. Therefore, the absolute PL intensity increases with decreasing 

temperature as more localized Xs become optically active while at the same time more 

excitons are localized at traps. 
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The PL spectrum is a measure of the rate of photons emitted at a particular energy 

[PLI(ε)], which depends inversely upon the radiative recombination lifetime [τ(ε)], and 

directly on the density of available X states [DOS(ε)] as well as the occupancy of the X 

state [f(ε)]for a given X energy: 

 1( ) ( ) ( ) .
( )IPL DOS fε ε ε

τ ε
∝  (2.7) 

In a disordered 2D potential, the density of states can be described by a Voigt distribution 

reflecting the intrinsic Lorentzian line-shape of the free Xs convolved with a broader 

Gaussian due to inhomogeneous broadening [103]. The density of states is independent 

of the temperature or X density. Changes in the PL line shape are thus determined by the 

occupancy of available exciton states and the kinetic processes by which vacated exciton 

states are subsequently repopulated. 

Polariton 
 

Finally, for the experimental configuration shown in Figure 3.4, the incident laser 

excitation is almost normal to the QW plane and has a polarization parallel to the plane. 

As a result, due to conservation of momentum, quantum well exciton polariton modes are 

not directly excited [104,105]. In addition, although the spontaneously emitted PL 

propagates generally in all directions with random polarizations, the finite numerical 

aperture of the optical system only extracted PL emissions with an angle less than ~4° 

relative to the normal z-direction within the semiconductor. Therefore, the polariton 

modes propagating in the QW plane were not coupled into the photoluminescence 

extraction cone and thus were not detected. 
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2.6 Summary 
In this chapter, we reviewed some basic properties of GaAs, the electronic states 

of GaAs CQW samples and the effects of an applied electric field. We outlined some of 

the properties of excitons in semiconductor nanostructures. We also reviewed exciton 

photoluminescence which is an important tool for probing the spatial and energy 

distribution of optically active excitons. 
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Chapter 3 Experimental Setup  

3.1 Introduction 
This chapter provides a description of the photoluminescence (PL) experiments 

studied with coupled quantum wells (CQW) in this work. We will begin with a 

description of the CQW sample used in the experiments, including the sample structure 

and processing procedure. Next we will describe the experimental apparatus and setup, 

including the cryogenic systems, laser systems and the microscopic PL (µ-PL) imaging 

and spectroscopic setups. We will then describe the time-resolved PL measurements with 

a time-correlated single photon counting system. We conclude with a description on 

photocurrent measurements. 

3.2 Sample structure and preparation  
The GaAs/AlGaAs coupled quantum well (CQW) sample studied consisted of 

two 80 Å GaAs wells separated by a 40 Å Al0.33Ga0.67As barrier with an overall n -i-n+ + 

structure. The sample was grown by Ken L. Campman in Professor Art Gossard’s group 

at UC Santa Barbara. Table 3.1 details the layer structure of the CQW sample as grown 

by the molecular beam epitaxy (MBE). 

Mesas (ranging from ~400 to 1000 µm squares on a single chip) were defined by 

standard photolithography and wet chemical etching. Au/Pd/Ge alloy was deposited by e-
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beam evaporation to form ohmic contacts with square openings (ranging from ~300 to 

800 µm squares) for the photoexcitation and extraction of photoluminescence.3

Table 3.1 Composition details for the CQW sample. 

Top Surface   
Top electrode and cap layer GaAs (n+-5×10  cm-3)17 1050 Å
Top spacer layer Al Ga  As (x=0.33, intrinsic)x 1-x 2000Å
Quantum well GaAs (intrinsic) 80 Å
Barrier layer Al Ga  As (x=0.33, intrinsic)x 1-x 40 Å
Quantum well GaAs (intrinsic) 80 Å
Bottom spacer layer Al Ga  As (x=0.33, intrinsic)x 1-x 2000Å
Bottom electrode layer GaAs (n+-5×10  cm-3)17 3050 Å
Superlattice AlAs/GaAs end with AlAs 20Å/20 Å ×5=200Å
Buffer layer GaAs (intrinsic) 8000 Å
Substrate GaAs (n) Crystal orientation [100]

 
Figure 3.1 shows a processed mesa and a photo of a processed chip mounted on a 

die. Forward (positive) bias is defined as electron flow from the bottom contact through 

the wells and barriers to the top contact. (i.e., The bottom contact is grounded to the 

case.) 

 
Figure 3.1 A cartoon of a processed mesa. 

                                                 
 
3 See Appendix for detailed sample processing procedures. 
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3.3 Experimental apparatus and setup 
3.3.1 Cryogenic systems 

The coupled quantum well devices were maintained at a constant bath 

temperature by adjusting the heating power and the flow of helium vapor. The mounted 

devices were inserted into a socket embedded within a copper block and placed within 

the optically and electrically accessible sample chamber of (i) a Janis Super VariTemp 

cryostat, similar to the one shown in Figure 3.2, or (ii) an Oxford 12 Tesla magnet 

cryostat. 

 
Figure 3.2 Schematic of a Janis Super VariTemp (SVT) cryostat with 
optical access windows used for the low temperature photoluminescence 
experiments (Adapted from Janis, http://www.janis.com). 

Some of the data were measured inside a magneto-optic cryostat designed and 

built by Oxford Instruments, Inc. The magnet itself was a superconducting split-coil 
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magnet which operates between 0 and 12 Tesla, and is uniform to better than 0.25% 

within a 10 mm diameter volume in the center of the coils. A microscope objective4 was 

installed inside the cryostat near the center of the split coil magnet. The focus of the 

objective was adjusted at room temperature before cooling down the magnet cryostat. A 

variable temperature sample cell created a sample space in the uniform area of the 

magnetic field, with optical access both along the magnet axis and perpendicular to the 

field direction. 

The samples were fixed to a die mounted on a flat metal sample holder. Once 

thermal equilibrium was reached, the sample position was stable to within ≈2 µm. A 

capillary tube connected the sample space to a helium reservoir. By opening a needle 

valve in the capillary tube and regulating the pumping rate on the sample space, it was 

possible to fill the bottom of the sample cell with superfluid He-4 at a temperature of 

≈1.7K. In the Janis cryostat, the sample temperature was measured with a Lakeshore 

Cryogenics Si diode sensor attached near the sample and a controller/monitor. In the 

Oxford magnet cryostat, the temperature was determined by measuring the resistance of 

an ITS-90 calibrated Cernox resistor under a four-lead scheme with a lock-in amplifier. 

A heater was attached to the sample holder above the sample mounted. By 

regulating the He-4 gas flow and voltage applied to the heater, a stable sample 

temperature between 1.7 K and ~30 K was reached. 

                                                 
 
4 Mututoyo infinitely corrected objective – M Plan Apo 10×: numerical aperture N.A. = 0.28, f = 20 mm, 
and working distance = 33.5 mm. This objective consists of no compound lenses and can sustain at 
cryogenic temperatures if care has been taken to avoid thermal shock. 
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3.3.2 Laser systems and excitation sources 
Photoluminescence was excited by a HeNe laser or index guided AlGaInP laser 

diodes (LDs) with spectral profiles given in Figure 3.3. LDs were mounted onto an 

adjustable focal length collimating optics with a heat sink and driven by (i) a current 

source for the CW mode or (ii) a fast pulse generator5 for the pulsed mode. A gradient 

neutral density filter6 combined with other neutral density filters were inserted in the 

optical path to vary the excitation intensity over more than three orders of magnitude. 

The laser beam was either (i) defocused by a combination of a lens and rotary 

holographic diffuser to a ~500-700 µm spot diameter for uniform excitation or, (ii) 

focused down to a minimum of ~10 µm diameter spot for localized excitation. For the 

uniform excitation, a rotary diffuser was added in the optical path to eliminate speckle 

patterns. Experiments with varying excitation energy were also performed. The excitation 

source was the white light from an ORIEL tungsten lamp dispersed by a SPEX 270M 

monochromator equipped with a 300 gr/mm grating blazed at ~400 nm. This provided a 

~10 nm bandwidth light from ~400 nm to 800 nm with incident power 20 µW or more on 

the sample surface. 

The laser power was measured by a Newport optical power meter7 placed before 

the cryostat windows. The laser power (Plaser) specified in the dissertation was the power 

deposited on the CQW sample surface, taking into account the transmission loss in 

transversing the cryostat windows. 

                                                 
 
5 AVTech AVPP-1-B-P-PN-OT 1MHz pulse generator with 100ps rise and fall time & pulse widths up to 
100ns. 
6 Newport 925B Compensated Attenuator include a matched pair of linear variable metallic neutral density 
filters, providing high resolution intensity control without introducing a gradient in the intensity 
distribution. 
7 Newport Optical Power Meter Model 1830-C equipped with a Model 818-ST detector head. 
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Figure 3.3 Spectral profile of the HeNe laser and laser diodes used as the 
excitation sources. 

3.4 Optical properties: Photoluminescence 
The photoluminescence (PL) excitation frequency (energy) and intensity used to 

characterize material parameters are chosen to probe different regions and energy states 

in the sample. Because PL spectroscopy is a highly selective and extremely sensitive 

probe of discrete electronic states, features of the emission spectrum such as the signal 

intensity peak energy (E0), and linewidth (Γ) are commonly used to identify surface, 

interface, and impurity states, to gauge alloy disorder and interface roughness, and to 

determine the quality of the sample.  Variation of the PL intensity with an applied bias 

can be used to map the electric field of a sample. For pulsed excitation, the transient PL 

intensity provides information on the decay process (e.g. lifetime) of non-equilibrium 

states. In addition, thermally activated processes cause changes in PL intensity, linewidth, 

and lifetime with temperature, providing further information regarding the interactions 

among excited carriers of the probed state. PL analysis is nondestructive and time-

resolved PL can be very fast, making it useful for characterizing the most rapid processes 
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in a material. However, PL analysis is only sensitive to optically active states. Other 

techniques are required to study states that couple weakly with light. 

The experimental arrangement shown schematically in Figure 3.4 consists of both 

a spatially- and temporally-resolved microscopic PL (µ-PL) to study these various 

aspects of PL. Figure 3.4 is a schematic of the µ-PL imaging and spectroscopy setup. The 

system has a diffraction limited spatial resolution of ~1.7 µm and time resolution of ~40 

ps. The time-integrated PL tomography (PL imaging), spatially-resolved PL (µ-PL) 

spectroscopy, and time-resolved PL setups are discussed separately in the following two 

sections. 

 
Figure 3.4 Schematics of the PL tomography (PL imaging), spatially-
resolved (µ-PL) spectroscopy, and time-resolved PL (PL dynamics) 
setups. 
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3.4.1 Photoluminescence tomography and µ-PL spectroscopy 
The sample was excited through a long working distance objective8 by the laser or 

incoherent light source described in previous section. The luminescence is collected by 

the same focusing objective, i.e., confocal configuration, and imaged through a camera 

lens (f = 300 mm), giving a magnification of ~×15. Two series of experiments were 

performed: (i) photoluminescence (PL) imaging by a TE-cooled CCD camera9 with a 10 

nm (~21 meV) bandpass interference filter centered at the indirect-X emission line 

(Figure 3.5) for which a ~2 µm spatial resolution is achieved; and (ii) diffraction limited 

(~1.7 µm) spatially resolved PL spectra obtained by scanning a pinhole in the confocal 

image plane. The PL-imaging (PL tomography) provides direct information on the spatial 

distribution of the Xs within the filter bandwidth, whereas the PL-scans (µ-PL) 

determined the local (~1.7 µm) energy distribution of the optically active indirect-Xs 

with a ~0.1 meV spectral resolution. 

In case (ii), spatially resolved spectra were measured with a confocal microscope 

scheme. Pinholes with different size (typically φ = 50 µm in the conforcal image plane, 

equivalent to φ ≈ 3 µm on the sample) were installed in the confocal image plane. By 

scanning the pinhole in the confocal image plane, one can detect local PL in a well-

defined way. The transmitted PL emissions were then spectrally resolved by a 

spectrometer10 and captured by a CCD camera11. The spectra were digitalized by a 

                                                 
 
8 Mututoyo infinitely corrected objective – M Plan NIR 10×: numerical aperture N.A. = 0.26, f = 20 mm, 
and working distance = 30.5 mm. 
9 Princeton Instrument TEA/CCD-512TKB: 512×512; 13.8×13.8 mm overall; 27×27 µm and quantum 
efficiency = 65% for λ=800 nm. 
10 Acton Spectra Pro750: f=750mm; Grating: 600-g/mm, 800 nm blaze, gold coating, efficiency ~80% for 
λ=800 nm. 
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Princeton Instruments CCD-camera controller ST-130, which was connected to the 

computer via a high speed ISA card. With the 600 gr/mm grating and a 10 µm wide 

entrance slit, the dispersion on the CCD array is ~0.05 nm/pixel, and thus gave rise to a 

spectral resolution of ~0.1 meV. The spectrometer was calibrated using an Oriel argon 

and helium calibration lamp. Additionally, a removable mirror was installed in front of 

the spectrometer, reflecting the light into another CCD camera connected with a monitor. 

This configuration achieveed a direct imaging of the sample surface on the monitor, thus 

ensuring fine alignments of the laser beam, objective, and pinhole. 

 
Figure 3.5 Example indirect-X PL versus transmission of a band pass 
interference filter used for PL imaging. 

3.4.2 Time-resolved photoluminescence 
Time-resolved PL (TRPL) or PL dynamics spectrometry was used to investigate 

the formation, relaxation and annihilation process of excitons in CQW. A pulse of light 

was directed at the sample to excite electron-hole pairs. The geminated e-h pairs or 

                                                                                                                                                 
 
11 Princeton Instrument TEA/CCD-1024-EM/1 UV: 1024×256; 26.6×6.7 mm overall; 26×26 µm and 
quantum efficiency ~ 37% for λ=800 nm. 
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excitons typically decay back to the lower energy states by emitting photons on the order 

of 10-100 ns. The PL dynamics provides information on the formation and interactions of 

excitons. 

The functional diagram for the PL dynamics spectrometer is illustrated in Figure 

3.6. The beam splitter delivered a large portion of the laser pulse to the sample while 

simultaneously feeding a small fraction of the light pulse to a fast photodiode. The 

function of the photodiode is to sense "time zero", the time at which the excitation pulse 

hits the sample. A monochromator was inserted between the sample and the 

microchannel plate (MCP) detector to select the desired wavelength of PL photons from 

the sample. 

The Time-Correlated Single Photon Counting12 – or TCSPC sampling system is 

capable of single photon counting. TCSPC measurements of periodic light signals 

provide the detection times of the individual photons and a reconstruction of the 

waveform [106,107]. Because of the sampling, the time resolution of TCSPC is not 

limited by the width of the output pulse of the detector, but by the transit-time spread or 

the jitter of the timing descriminator. The overall instrument response time is ~30-40 ps, 

which limits the time resolution available. In addition, TCSPC has a near-perfect 

counting efficiency and therefore achieves optimum signal-to-noise ratio for a given 

number of detected photons [108,109]. 

The setup is best for photon counting rates < 50,000 counts/s due to the deadtime 

limit of the multi-channel analyzer (MCA) (see Table 3.2 for a list of equipment). This 

can be alleviated for high counting rates by using a high rate MCA. And thus, the light 
                                                 
 
12 Becker-Hickl provides excellent notes and resources for TCSPC instrumentation, see http://www.becker-
hickl.com/literature.htm. 
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intensity detected by the MCP was adjusted accordingly if the counting rates were too 

high.  

Thus, over the range of intensities used, the MCP was able to respond to the 

arrival of single photons. Consequently the time interval between the laser excitation 

pulse and the detected PL photon randomly sampled the shape of the PL decay curve as 

the laser pulse was periodically repeated. The function of the remaining instrumentation 

in Figure 3.6 was to record and sort these time intervals to form the spectrum (see Sec. 

4.4 for TRPL measurements). 

 
Figure 3.6 Block diagram of the time-resolved photoluminescence (TRPL) 
(or PL dynamics) setup with a time-correlated single photon counting 
(TCSPC) system. 
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Table 3.2 Photoluminescence dynamics equipment list. 

Item # Model number Description 
1 ORTEC 9327 1-GHz Amplifier and Timing Discriminator, jitter < 20 ps 
2 ORTEC 425A Nanosecond Delay 
3 ORTEC 4006 Minibin and Power Supply 
4 ORTEC 566 Time-to-Amplitude Converter 
5 ORTEC  

TRUMP-PCI-2k 
TRUMP-PCI MCA for Windows (8-µs conversion time, 2k 
channels) (include MASESTROTM-32) 

6 R3809U-51 Micro-Channel Plate Photomultiplier Tube (Hamamatsu) 
Qantum efficiency 5% at 800 nm, transit-time spread < 25ps. 

 C4878 Thermoelectric Cooler for MCP (Hamamatsu) 
7 S5973-01 Si-pin fast photodiode: Cut-off 1.2GHz (Hamamatsu) 
8  Pulsed lasers (laser diodes in the pulsed modes) 
*Detailed specifications and instrumentation can be found in ORTEC “Modular Pulse-
Processing Electronics” catalog or http://www.ortec-online.com. 

 
3.5 Electrical properties: Photocurrent 

The exciton gas was subject to a transverse (cross-well) static electric field by 

applying a bias to the n+-i-n+ CQW samples with a DC precision voltage source. The 

stationary photocurrent was measured by an HP4140B pA meter. 

Under pulsed laser excitations, photocurrent transients were converted to voltage 

transients by a transpedence preamplifier and measured by a digital oscilloscope which 

can be read out through the GPIB interface by a computer. With a combination of a 100 

MHz transpedence (current-to-voltage) preamplifier13 and 500 MHz digital 

oscilloscope14, a time resolution of ~10 ns was achieved for the photocurrent transient 

measurements (Figure 3.7). 

                                                 
 
13 Femto HCA-100M-50K-C: 100MHz, Gain=50K V/A. 
14 LeCroy Waverunner LT344 500MHz digital oscilloscope: Maximum effective sampling rate is 500 MS/s 
in single-shot mode and 25 GS/s in random interleaved sampling mode. 
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Figure 3.7 Electronic connections of the photocurrent transient 
measurements. 
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Chapter 4 Spatially Indirect Excitons  

4.1 Introduction 
In this chapter, the exciton states in coupled quantum wells (CQW) are first 

described. Then the properties of the spatially indirect excitons (indirect-Xs) through 

time-integrated and time-resolved photoluminescence (PL) measurements as a function 

of bias voltage (Vb), temperature (T) and laser excitation power or intensity (Plaser or Ilaser) 

are detailed. 

4.2 Exciton states in coupled quantum wells 
The Hamiltonian for a nearly free electron-hole pair confined to potentials Ve and 

Vh by the quantum wells in the presence of an external static electric field  is given by F
G
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where  denotes the electron (hole) coordinates. The Hamiltonian 

can be recasted into the relative coordinates (
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The confining potential in the quantum wells depends on coordinate z only (the growth 

direction). If the static electric is applied in the z-direction as well, the Hamiltonian can 

be simplified in the relative and CM coordinates as 
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where  and( ) 11 1
e hm mµ

−− −= +& & eM m m= +& &  are reduced and total masses of the exciton 

respectively. 

The electron effective masses in GaAs and Al0.33Ga0.67As are given empirically [51] as  
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The effective heavy-hole (HH) masses given by Eq. (2.1) and (2.2) with the empirical 

Luttinger parameters for GaAs and AlxGa1-xAs are as follows: 

Direction GaAs: mhh/m0 AlxGa1-xAs (x=0.33): mhh/m0

[001]: & 0.11 0.11+0.10x=0.143 

[001]: ⊥ 0.33 0.33+0.18x=0.169  
 

Using an empirical conduction-band offset ratio Qc≡∆Ec/∆Eg ≈ 0.65, we obtain 

∆Ec ≈ 0.274eV and ∆Ev ≈ 0.148eV for GaAs/Al0.33Ga0.67As heterostructures (band gaps 

Eg(GaAs) = 1.519eV and Eg(Al0.33Ga0.67As) = 1.84eV). The eigenstates, including bound 

and free electron-hole pair eigenstates, of the Hamiltonian can then be solved with these 

given values. Note that the Hamiltonian given above is for a single exciton without 

considering the spin or many-body interaction of excitons [110]. The energy levels, 
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binding energy, Bohr radius, and oscillator strength (lifetime) of excitons in CQW have 

been calculated by variational methods [111-118]. In ref. [119], Szymanska et al. 

calculated these parameters for the 8-4-8nm GaAs/AlGaAs CQW structures studied here. 

Tunneling and relaxation processes in CQW have also been studied [120,90]. Here we 

focus on properties of spatially indirect-Xs based on PL spectroscopic experiments. 

4.3 Time-integrated photoluminescence spectroscopy 
This section describes time-integrated photoluminescence of the CQW as a 

function of the bias voltage (Vb), temperature (T), and excitation intensity (Plaser) and 

energy (hν). The studied CQW sample has an 8-4-8-nm GaAs/AlGaAs active region and 

an overall n -i-n+ + structure (see Table 3.1 for the complete structure). A bias voltage Vb 

was applied between the metallic n+-layers. The electric field is approximated as 

F=V /Wb i, where Wi = 420 nm is the total thickness of the intrinsic insulating layer 

(neglecting the screening effect of photogenerated carriers). 

The exciton (X) PL spectral lines [S (E)X ] are typically characterized by the peak 

intensity (I0) , peak energy (E0), and linewidth (Full-Width-at-Half-Maxima, Γ). To 

further analyze the X PL spectra, we introduce the central moments and associated 

cumulants [121,122].15  

The central moments of S (E)X  are given by: 

 ( ) ( ) ( ) ,
n n

n E E E S E dEµ µ= − = −∫ X  (2.12) 

where E  denotes the expectation value. 

And the cumulants can be expressed in terms of the central moments as: 

                                                 
 
15 See also Worlfram Research (http://mathworld.wolfram.com/Moment.html) or Numerical Recipes Home 
Page (http://www.nr.com/). 
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  (2.13) 2
1 2 2 3 3 4 4; ; ;κ µ κ µ κ µ κ µ µ= = = = − 23

where µ is the mean and σ2≡µ2 is the variance. S (E)X  can also be characterized by the 

reduced cumulants , in particular the skewness / n
n nk κ σ≡ 3s k=  (asymmetry) and the 

kurtosis  (the concentration peakedness as compared to a Gaussian distribution). 

Table 4.1 lists the spectral characteristics of X PL and corresponding symbols. 

4k k=

Table 4.1 List of symbols characterizing exciton photoluminescence. 

Characteristics of X PL Symbols 
Peak intensity I0
Peak energy E0
Linewidth (FWHM) Γ 

Integrated intensity: µ0 IX

Mean energy: µ EX

Standard variation: σ σX
Skewness/Asymmetry: s AX
Kurtosis: k KX

 

4.3.1 Electric field dependence 
In the absence of an external electric field, the optical transition with lowest 

energy is the direct exciton (direct-X) recombination. By tuning the energy levels of the 

two wells by an electric field (F), the spatially indirect-Xs become the lowest-energy 

interband excitation. Figure 4.1A-B are the PL spectra at T = 1.7 K excited with a 

uniform HeNe laser (Plaser = 2711µW and spot radius σr = 130 µm, corresponding to an 

excitation intensity Ilaser ≈ Plaser/(2πσr
2) ≈ 2.5 W/cm-2) for bias voltages Vb = -1.5→+1.5 

V. The PL intensities of direct-X (inter-well) transitions are one to two orders of 

magnitude lower than those of indirect-Xs for Vb > 0.1 V. Figure 4.1C shows the peak 

energies of excitons or trions (three-particle charge complexes) [123-126]. The direct-X 

 38



peak energy is almost constant up to Vb = 1.5 V (F ≈ 36kV/cm), while as the indirect-X 

peak shifted more than 30 meV (Figure 4.1C). 

 
Figure 4.1 Vb-dependent PL spectra and analysis. (A) PL spectra versus 
Vb. (B) Selected Vb -dependent spectra. (C) Peak energies of Xs or trions 
versues Vb. (D) Derivitives of E0(Vb) with data for the specified range. . 

The X PL peak is assigned to a transition involving an electron and a heavy-hole 

with peak energy E0 ≈ Eg+Ee1+Ehh1-Eb, where Eg is the GaAs bandgap, Ee1 and Ehh1 the 

first electron and heavy-hole subbands, and Eb the X binding energy (see also transition 

#2 in Figure 2.1). The Vb-dependent indirect-X energy is quadratic-like at low fields (≈ 

flat-band conditions) and become linear at higher fields (|Vb| > 0.3 V here), in agreement 

with theory [80]. 
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The electric field dependence of the exciton binding energy (Eb) is more than an 

order of magnitude weaker that that of the X peak/average energy. Binding energies of 

indirect-Xs in the GaAs/AlGaAs CQW structure used have been determined by exact 

solutions of the Schrödinger equation in a certain basis within the anisotropic effective 

mass approximation [119]. The calculated Eb is almost constant (~4.2 meV), for F = 5 - 

40 kV/cm. Therefore, the change of Eb with the field can be neglected for high fields. Eel 

and Ehhl follow the shift of the Fermi energy in the presence of the electric fields, thus the 

peak energy E0 shift linearly with F. This shift (∆E0) can be approximated by 

 0
b

i

f VE e F d e d
W
×

∆ ≈ ≈  (2.14) 

where F is the electric field, d the average separation of e-h in the z-direction, Wi 

the thickness of the insulating intrinsic region (Wi = 420 nm), and f the fraction of Vb 

dropping across Wi. When the bias voltage drops completely across the intrinsic region 

(i.e. perfect ohmic contacts with negligible junction gap or screening due to photo-

carriers or space charges), f = 1. The deviation from this ideal situation can be significant 

and f can be much less than 1. The average separation between electron and hole layers, 

d, is almost independent of F [119]; therefore, the slope of the linear shift of E0 with Vb 

( ) is a better indicator of the effective electric field in the coupled 

quantum wells active region. As seen in Figure 4.1D, 

0 / bdE dV f e d W= × / i

dE /dV0 b decreases with increasing 

laser excitation power (Plaser), which indicates a reducing electric field F. The reduction 

in F can be attributed to non-ideal ohmic contacts and/or screening by photogenerated 

carriers. Using the value of dE /dV0 b under a low Plaser and positive bias where screening 

effects are negligible (f ≈ 1), we deduced 0[ ]
[ ] 0.02573 420 11.5

b

dE eV
ie dV Vd W nm≈ × = × =i nm , 
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close to the as grown average distance between the centers of the adjacent coupled 

quantum wells. Note that for Vb < 0, the photocurrent is significantly higher and exhibits 

a negative differential resistance (NDR) region (see Figure 7.16) though the CQW 

sample was designed to be symmetric and undoped. This signals cross-well transport of 

carriers and screening of the applied electric fields. We defer further discussions on these 

effects to Chapter 7 

When the bias is increased, the integrated indirect-X PL intensity (Ix) can be 

quenched (Figure 4.1B), indicative of non-negligible nonradiative recombination. The 

applied electric field reduces the e-h overlap, leading to a long optical recombination 

time; therefore, nonradiative recombination channels can take over. A constant X PL 

intensity versus Vb would thus indicate a high quality quantum well sample with 

negligible nonradiative recombinations. However, under HeNe lasers (hν = 1.959 eV) 

where carriers are generated in the AlGaAs barrier layers, X PL intensity can depend 

strongly on Vb due to the carriers transport across and capture by quantum wells 

[127,128]. We will address this aspect of carrier transport more fully in Chapter 7. 

4.3.2 Excitation intensity dependence 

4.3.2.1 Local excitation 

The PL spectra were measured through a pinhole (effective diameter φ ≈ 3µm) 

centered at the excitation spot in the first confocal image plane under a tightly focused 

HeNe laser excitating the CQW sample at T = 1.7K. The laser excitation spot has a 

Gaussian intensity profile with a radius σr ≈ 6.1 µm, giving an excitation intensity (Ilaser) 

approximately as 2/(2 )laser laser rI P πσ= . 
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Figure 4.2 Plaser-dependent PL spectra at Vb=-0.95V. PL intensities are 
rescaled by normalizing peak n+-GaAs PL intensities. (HeNe laser 
excitation: spot radius σ ≈ 6.1µm, hν = 1.959 eV, and I  laser ≈ 
0.42×Plaser[µW] W/cm-2.) 

Figure 4.2 shows the measured PL spectra at Vb = -0.95 V with substrate n+-GaAs 

PL (n+-PL) normalized to one as a function of Plaser. When Plaser is increased, the indirect-

X PL intensity (I0) first grows linearly before saturates at Plaser ≈ 100 µW (Figure 4.3B). 

In addition, the peak intensity of indirect-Xs becomes comparably less than that of direct-

Xs. This could be due to ionization of indirect-Xs, heating effects or the increasing 

importance of the underlying Fermi statistics of constituent electrons and holes of Xs. 

The saturation occurs at an X density ~1010cm-2 (see Sec. 4.5 for X density estimation), 

less than the Mott transition [129,130] density (~2×1011 cm-2) using an X Bohr radius aX 

= 12 nm. With increasing Plaser, the linewidth (Γ) decreases and then broadens for 

intensities near for which the PL intensity deviates from the linear growth with Plaser 

(Figure 4.3). In the low-density regime, the broadening is attributed to inhomogeneous 

broadening caused by disorder; whereas in the high-density regime, it can be caused by 

the presence of free carriers from ionized excitons. In the moderate density regime, Γ is a 
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minimum, where interface disorder is possibly screened by the repulsive interactions 

among Xs[39]. Note that a model describing an unbalanced migration of photogenerated 

charge carriers was also proposed to explain the linewidth reduction observed in a 

different system [131]. 

Due to the dipolar repulsive interaction between spatially indirect-Xs, the X 

energy is expected to increase (blue shift) linearly with X density nX 

( ) under mean field approximations [132,19,110]. On the 

contrary, the X peak energy (E

( )0 0 0 (0)XE E n E nδ = − ∝ X

0) versus Plaser in Figure 4.4A shows a nonlinear increase 

with a weak red shift at moderate Plaser. Nevertheless, the energy shift δE can be used as 

an indicator of X density especially for the low-density regime. This will be addressed in 

more details in Sec. 4.5. 

Finally, we discuss the n+-PL, which shows an excellent linear dependence on 

Plaser over a wide range (~four orders of magnitude) (Figure 4.3B). This confirms the 

performance of PL extraction and detection of the optical system and accurate relative 

power measurements. In addition, n+-PL shifts to high energy at Plaser > 100 µW (or Ilaser 

> 40 W/cm-2), which signals high density photogenerated carriers in the substrate (Figure 

4.2B). 
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Figure 4.3 Plaser dependent PL analysis at Vb = -0.95 V and T = 1.7K. 
(HeNe laser excitation: spot radius σr ≈ 6.1µm, hν = 1.959 eV, and I  laser ≈ 
0.42×Plaser[µW] W/cm-2.) 

4.3.2.2 Uniform excitation 
The indirect-X PL spectra discussed previously come from the central excitation 

spot (within a diameter < 3 µm) where electron-hole (e-h) pairs (photocarriers) are 

directly generated and heating of the lattice can occur. Moreover, after the generation of 

e-h pairs or formation of Xs, relaxation in the momentum space (energy) and transport in 

real space occur at the same time. To reduce the spatial dependence or heating effects, we 

measured the Vb-dependent PL spectra at a locality (<3 µm square) under a uniform 

excitation of a spot radius σr ≈ 130 µm. 

We make the following observations: (i) Indirect-X peak (I0) and n+-GaAs PL 

intensities grows linearly with increasing Plaser (Figure 4.4), which corresponds to the low 

density regime under a tightly focused excitation. (ii) The X energy shifts approximately 

linearly for Ilaser < 2 W/cm-2, but deviates from the linear trend for high excitation 

intensities (Figure 4.4), consistent with the results under a local excitation spot. (iii) The 

X PL peaks possess asymmetric shapes with low energy tails, which can be seen from the 

~0.5 meV lower energy of EX than E0 (Figure 4.4) and negative skewness (SX) (not 

shown). 
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Figure 4.4 Plaser dependent exciton PL energies and peak intensities at Vb = 
-0.95V under a uniform HeNe excitation. Solid squares: Peak X energy 
(E0). Solid circules: Averagy X energy (Ex). Open squares: Peak PL 
intensities from n+-GaAs (n+-PL). Open circles: indirect-X PL peak 
intensity. Note that Plaser is in the linear scale as compared to the log scale 
in Figure 4.3. 

4.4 Time-resolved photoluminescence  
This section describes the time-resolved photoluminescence (TRPL) of spatially 

indirect-Xs versus the bias voltages (Vb), excitation intensity (Plaser), and temperature (T). 

A pulsed diode laser of hν=1.944eV (λ=637.8nm) was tightly focused onto the CQW 

sample to simulate the excitation conditions at a HeNe laser (hν = 1.959eV). For 

nonresonant excitation above the conduction band edge of the AlGaAs barrier, the excess 

photogenerated carriers quickly diffuse and thermalize to the lowest bound states in the 

well region. This contributes to the observed rise time. The decay time reflects radiative 

and non-radiative recombination in the well and possible carrier tunneling in and out of 

the wells. 

TRPL has been widely assumed to provide a direct measurement of the radiative 

lifetime of a given transition. In fact, the situation is usually more complicated due to 
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formation, relaxation, and transport processes of Xs, and the presence of nonradiative 

recombination. Nevertheless, the X PL decay can be approximated as a simple 

exponential decay under certain conditions. In this case, the observed rate of luminescent 

photo-emission is given by: -t/
0R = (N /  ) e ττ , where R is the rate in photons/s, N0 the 

number of Xs excited by the light pulse, t the observed time of photon emission after 

excitation, and τ the characteristic decay time constant of Xs. The logarithm of the 

observed emission rate can be plotted versus time to obtain a straight line, whose slope is 

–1/τ. This defines approximately the radiative lifetime of Xs if nonradiative 

recombination is negligible. 

As mentioned previously in Sec. 2.4.1.1, electric fields in the z-direction 

transform a strong symmetry-allowed transition for the flat-band condition into a weak 

one [82]. The main transition in PL is the e1-hh1 transition as seen in Figure 2.1. For this 

spatially “indirect” (inter-well) transition, the separation of the electron and hole wave 

functions increases with bias. Thus the oscillator strength is reduced and the lifetime 

increased. In contrast, the intra-well transition 2 (Figure 2.1), which is symmetry 

forbidden for a flat-band, becomes dipole allowed but remains spatially direct under an 

electric field. This direct-X transition is thus expected to have a fast PL transient. In the 

8-4-8 nm GaAs/AlGaAs CQW studied, τ typically falls in the range of a few 100 ps for 

direct-Xs and up to ≈100 ns for spatially indirect-Xs under ~30 kV/cm electric fields. The 

value of τ of indirect-Xs is primarily determined by the applied electric field, but it is also 

affected by the localization, temperature, exciton density, and the presence of free 

carriers. 
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4.4.1 Spatially- and time-resolved photoluminescence 

 
Figure 4.5 Spatially-resolved time-integrated PL spectra and time-resolved 
indirect-X PL at Vb = -0.95 and -1.5 V. (Laser diode excitation: spot radius 
σr ≈ 7.5µm, hν = 1.944 eV, repetition rate = 1MHz, pulse duration ~20 ns, 
and average Plaser ≈ 8.0 µW [I  laser ≈ 2.2 W/cm-2].) 

After the generation of e-h pairs or formation of Xs, the carriers or Xs relax 

toward the ground state in momentum space while diffusing in real space due to the 

gradient in X density. This is characterized by the diffusion length DL Dτ≈ , D being 

the diffusion coefficient and τ is the carrier lifetime. Because indirect-Xs have a long 

lifetime, they travel further away from the generation center than the direct-Xs in QWs or 

carriers in the substrate n+-GaAs layers. This can be seen from the spatially-resolved 

time-integrated PL spectra (Figure 4.5A-B). The weak peak at E ≈ 1.5673eV is the (intra-

well) direct-X transition, and the low energy broad emissions are recombination of 
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carriers in n+-GaAs layers. Between these two is the (inter-well) indirect-X transition, 

which shifts with the bias Vb and persists to larger distances for higher Vb’s. Because of 

the short lifetime (<300ps) and negligible diffusion of photogenerated carriers in n+-

GaAs, n+-PL can be used to measure the laser spot size and calibrate the time zero of the 

photon counting system. The laser spot radius was σr ≈ 7.5 µm, which was used to 

determine the excitation intensity by Ilaser=Plaser/(2πσ2). 

The time-integrated PL spectra were measured by a CCD camera attached to the 

spectrometer (see Figure 3.4 for experimental setup). The dispersed PL spectra can be 

redirected into a micro-channel photomultiplier attached to a second exist slit for TRPL 

measurements, where indirect-X PL peaks were centered at the exist slit with a 

bandwidth ∆E ≈ 1.7meV. Spatially-resolved TRPL were measured by scanning a pinhole 

(equivalent to a diameter < 3µm on the sample) across the excitation spot in the confocal 

image plane. Near the center of the excitation spot where photocarrier generation and 

recombination occur both in the CQW and n+-GaAs layers, overlap of indirect-X PL and 

n+-PL through the exit slit of the spectrometer are inevitable (i.e. detected PL includes 

both indirect-X PL and n+-PL scattered through the exit slit). This overlap is more 

pronounced than that from direct-X PL under a higher Vb due to the red shift of the 

indirect-X energy toward the n+-PL (Figure 4.5C-D). Carriers in the n+-GaAs layers have 

a short lifetime and diffusion length, therefore, n+-PL can be separated from indirect-X 

PL by temporal or spatial separation. The TRPL curves (or PL dynamics) in Figure 4.5C-

D show that the scattered n+-PL decreases while the indirect-X PL decay time is almost 

constant with increasing Y, the distance between the collection spot and the excitation 

center. The scattered n+-PL is negligible at a distance Y > 10 µm (spatial separation) or 
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after switching off the excitation (temporal separation). The time resolution of the PL 

dynamics during and just subsequent to the laser excitation is limited by the diode laser 

intensity decay time, typically ~300 ps. The PL increase after the generation of e-h pairs 

can provide information on the X formation and relaxation processes. However, caution 

should be taken in interpreting the data when using a laser diode as the excitation source. 

Butov et al. have used the non-linear PL dynamics measured under laser-diode 

excitations as evidence for stimulated scattering of Xs [37,133,134]. Those results are 

questionable because indirect-X PL signals were not properly separated (spatially or 

temporally) from n+-PL signals. 

4.4.2 Electric field dependence 
In this section the TRPL of the spatially indirect-Xs measured as a function the 

bias voltage Vb (or the electric field) are described. Because the spatially-resolved TRPL 

measurements have an almost constant decay time across the excitation spot, the pinhole 

was removed for Vb-dependent TRPL, which allows spatial averaging and a dramatic 

increase in the photon count. However, as a precaution, since the ratio of the n+-PL to 

indirect-X PL increases with Plaser in this range (Figure 4.10), the average Plaser was 

lowered to ~4.2 µW to reduce the fraction of the scattered n+-PL signals detected at the 

indirect-X wavelength. The increased n+-PL has no impact on the determination of 

indirect-X PL decay time since n+-PL is negligible after switching-off of the laser 

excitation pulse. However, it could confuse the interpretation during excitation.  
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Figure 4.6 Vb-dependent TRPL indirect-Xs: (A) Negative and (B) positive 
bias voltages. The PL spikes in the square pulse excitation duration (~20 
ns) are mainly n+-PL. (Laser diode excitation: spot radius σr ≈ 7.5µm, hν 
= 1.944 eV, repetition rate = 1MHz, pulse duration ~20 ns, and average 
Plaser ≈ 4.2 µW [I  laser ≈ 1.2 W/cm-2]).  

In Figure 4.6A-B the TRPL of direct-Xs or indirect-Xs measured as a function of 

Vb are shown for both positive and negative bias voltages. The Vb–dependent decay times 

(τ) obtained by an exponential fit are summarized in Figure 4.7. With resprect to the 

direct-X PL decay time (~300 ps), the indirect-X PL decay time is increased by more 

than two orders of magnitude to ~60 ns for a bias field F ≈ 35 kV/cm. As mentioned 

previously, τ is also affected by localization and the presence of free carriers associated 

with leakage current or trapping. Alsot evident from these plots is an asymmetry with 

respect to positive and negative bias. This is reflected in the photocurrent-voltage (I-V) 

characteristics of the sample in the presence of excitation in the AlGaAs barriers. 

Moreover, there is significant current flow for Vb < 0 and a negative differential 

resistance (NDR) regime for Vb ≈ -1.0 V (see Sec. 7.2.2). These I-V characteristics are 

evidence of the presence of charge or free carriers in the CQW structure, which can also 

result in the asymmetric τX for positive and negative Vb’s as seen in Figure 4.7. Note that 

 50



the kink of τX(Vb) near -1.1 V coincides with the NDR regime, which suggest strong 

effects due to space charges or free carriers. 

 
Figure 4.7 Indirect-X PL decay time versus Vb: (A) linear-liner scale and 
(B) linear-log scale. 

4.4.3 Excitation intensity dependence 
Measuring TRPL of indirect-Xs as a function of Plaser, which is related to 

photogenerated X density, is necessary for the following two reasons: (1) Indirect-X 

densities can affect X lifetimes and relaxation processes due to (a) X-X scattering or X-

free carrier scattering [135,136] for high densities, and (b) localization of Xs [137,138] 

originated from interface disorders for low densities. (2) Assuming the X transition is a 

two level closed system with negligible nonradiative recombination, the steady state 

number of Xs (NX) can be approximated by NX ≈  τX ×Nph, where Nph is the emitted X-

photon per unit time and τX is the effective X lifetime. Because τX can depend on NX or 

Plaser, measuring τX versus excitation intensity will thus provide a more accurate 

extimation of the X density. 
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Figure 4.8 Laser excitation intensity (Plaser) dependent PL dynamics. 
(Laser diode excitation: spot radius σr ≈ 7.5µm, hν = 1.944 eV, repetition 
rate = 1MHz, pulse duration ~20 ns). 

Figure 4.8 shows the TRPL of indirect-Xs and n+-PL. The n+-PL exhibit a fast 

decay time ~200 ps, which is likely to be limited by the decay time of the pulsed diode 

laser excitation. We use the fast n+-PL rise and decay to determine the system time-zero. 

TRPL of indirect-Xs at Vb = -0.95 V and -1.5 V exhibits simple exponential decay 

at low Plaser, but non-exponential decay at high Plaser. Therefore, we determine the PL 

decay times by two methods: (i) an exponential fit (τ, decay time) and (ii) the time for the 

PL intensity to fall to 1/e of its peak (τX, fall time). Figure 4.9A shows the determined 

indirect-X PL decay and fall times for Vb = -0.95 V and -1.5 V. The indirect-X PL decay 

time levels off to almost a constant over a wide range of moderate Plaser. In this regime, 

indirect-X lifetimes are mainly determined by overlap of the wavefunctions of the 

constituent electron and hole, which is almost independent of indirect-X density. 

However, X PL decay times increase both at low density and hight density. At low 

density, Xs are localized due to in-plane disorder; whereas at high density, scattering 

between Xs and free carriers become important. Both effects can increase PL decay times 

or indirect-X lifetimes. X PL decay times increase for Ilaser > 3W/cm2 (≡Ic2), where a 
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Mott transition is likely to occur and electron-hole plasmas are formed. We also 

determined the peak rise time after the excitation was switched off.16 The rise times 

increase dramatically at Ilaser ≈ 0.6 W/cm-2 (≡Ic1), where peak indirect-X intensities start 

deviating from a linear growth trend as well. Under the same HeNe CW laser excitation 

intensity, peak indirect-X intensities also deviate from a linear growth with increasing 

Plaser (Figure 4.3). For the same average P ’slaser , the pulsed diode laser excitation has a 

~50 times higher instant peak excitation intensity (2% duty cycle) than a CW HeNe laser. 

However, the time-integrated PL spectra under the pulsed excitation exhibits similar 

Plaser-dependent X PL intensity as those measured under HeNe excitation in terms of X 

PL energy, line shape, and intensity (Figure 4.3, Figure 4.9, and Figure 4.10). Therefore, 

the PL spectra depend on average excitation intensities rather than on instantaneous 

intensities. 

 
Figure 4.9 Plaser-dependent X PL decay/rise time under Vb = -0.95 V and -
1.5 V. (Laser excitation: 1-MHz repetition rate, 20-ns pulse duration: 2% 
duty cycle). 

                                                 
 
16 The pulse is considered switched off when n+-PL dropped to 1% of its peak intensity. 
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Figure 4.10 Normalized time-integrated PL spectra versus Plaser at Vb = -
0.95V under the pulsed laser diode excitation (1-MHz repetition rate, 20-
ns pulse duration: 2% duty cycle). Indirect-X peaks become more intense 
compared to n+-PL with decreasing Plaser before X localization dominates 
at the low Plaser regime. 

Considering the Plaser-dependent time-resolved and time-integrated PL 

measurements, we tentatively attribute the two critical intensities Ic1 and Ic2 respectively 

to onset of (i) Fermion statistics of the constituent electrons and holes and (ii) Mott 

transition (significant X ionization or e-h plasma formation). The estimated X densities 

are ~1010 cm-2 for Ic1 and ~1011 cm-2 for Ic2, respectively (see Sec. 4.5 for density 

estimation). The X can thus only be considered as non-interacting bosons up to a density 

well below the Mott density as suggested in ref. [23,139]. Note that the lower density 

limit for the bosonic behavior of Xs does not mean that Xs cannot undergo Bose-Einstein 

condensation (BEC) at higher densities. The results signify that the critical density for 

BEC cannot be taken as that for non-interacting bosons. Though Xs exist according to the 

Mott criterion, Fermi statistics and coulomb interactions due to the constituent electrons 

and holes must be taken into account. 
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4.4.4 Excitation pulse duration dependence 

 
Figure 4.11 TRPL versus excitation pulse duration. (Laser diode 
excitation: spot radius σr ≈ 7.5µm, hν = 1.944 eV, repetition rate = 1MHz, 
and average Plaser ≈ 4.2 µW [I  laser ≈ 1.2 W/cm-2]). 

Thus far we have been concerned with TRPL measurements under laser diode 

excitation with 1-MHz repetition rate and 20-ns pulse duration. To understand the heating 

effects of photo-excitation and cooling processes of photocarriers or Xs, we also 

conducted TRPL with varying pulse durations. 

Only X states with center-of-mass momenta K ≈ 0 are optically active and 

contribute to the X PL emissions (see Sec. 2.5). Thus TRPL of indirect-Xs represents the 

time evolution of the low energy occupation of optically active Xs. Under an above gap 

off-resonant excitation, PL is quenched during laser excitation due to a high effective 

temperature and thus the small fraction of cold low energy Xs. Figure 4.11 shows TRPL 

for pulse durations from ~10 ns to 100 ns. The indirect-X PL is quenched duration the 

pulse excitation, but rises sharply after the excitation pulse is switched off. The sharp rise 

(~1-2ns) of the X PL after the excitation is switched off indicates a corresponding fast 

increase in occupation of optically active Xs. This signals a fast formation and thermal 

relaxation of indirect-Xs toward the quasi-equilibrium. 
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4.4.5 Temperature dependence 
The effects of temperature or thermalization on the radiative lifetime of Xs have 

been extensively studied [99,140-142,67,143,144,138]. The thermal equilibrium 

distribution of X states with different in-plane momenta produces an average decay time 

(τ) of the X population given by:  
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where ρ(E) is the excitonic density of states (a step function for a parabolic and isotropic 

band) [142]. Because the fraction of optically active Xs decreases when the temperature 

(T) is raised, the lifetime is expected to increase with T provided τ(E) is dominated by the 

radiative lifetime or thermalization It has been found theoretically and experimentally 

that ( )T Tτ ∝  for Xs in quantum wells. 

 
Figure 4.12 T-dependent indirect-X TRPL at Vb = -0.95 V and -1.5 V. 
(Laser diode excitation: spot radius σr ≈ 7.5µm, hν = 1.944 eV, repetition 
rate = 1MHz, pulse duration ~20ns, and average Plaser ≈ 4.2 µW [I  laser ≈ 
1.2 W/cm-2]). 

The T-dependent TRPL of indirect-Xs were measured at Vb = -0.95 V and -1.5V 

from T = 1.7 K up to ~20 K (Figure 4.12). TRPL curves exhibit exponential decays 
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especially for higher temperatures. The exponential-fit decay times are shown in Figure 

4.13A. At Vb = -0.9V, the decay time increases linearly with the bath temperature T, 

consistent with the results reported for Xs in quantum wells. However, at Vb = -1.5 V, τ 

decreases first to a minimum at T ≈ 8 K before increasing with T. In order to understand 

the origin of such an unusual T-dependence, we measured time-integrated PL spectra 

under the same excitation conditions and T as well. 

 
Figure 4.13 T-dependent indirect-X PL decay time (τ): (A) τ deduced from 
TRPL. At Vb = -0.95 V, τ increases linearly with T as τ (ns) = 13.83 (ns) -
0.053×T (K). At Vb = -1.5 V, τ(T) decreases to a minimum at T ≈ 8 K. (B) 
Indirect-X PL peak energy and (C) linewidth Γ deduced from time-
integrated PL spectra. As T increases, the PL peak energies blue shift and 
the linewidths broaden for both Vb’s. (Laser diode excitation: spot radius 
σr ≈ 7.5µm, hν = 1.944 eV, repetition rate = 1MHz, pulse duration ~20ns, 
and average Plaser ≈ 4.2 µW [I  laser ≈ 1.2 W/cm-2]). 

We first examine the linewidth (Γ) of X PL, which is related to the radiative X 

lifetime [145,99,146,147]. At Vb = -0.95 V, Γ increases linearly with T as indicated by the 
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linear fit (blue line) in Figure 4.13C, consistent with a linear linewidth broadening with 

increasing T due to the interaction with LA phonons [145]. At Vb = -0.95V, Γ exhibits 

identical linear dependent slope for T > 10K (blue dashed line) with a different low 

temperature dependence. 

X energies also exhibit unusual T-dependent blue shifts (Figure 4.13C). (i) At Vb 

= -0.95 V, average X densities (NX) increase with T due to an increased lifetime if 

nonradiative recombination is negligible. Therefore, as T is increased, a blue shift due to 

the mean-field dipole-dipole interaction (see 4.5.1) with increased NX is possible. This 

blue shift is compensated by the thermal bandgap shrinkage17 (~0.5-1meV) [51,148] and 

is expected to be small (a few meV at most). The observed minor blue shifts (~0.5meV) 

with increasing T can thus be induced by increased X densities due to the dipole-dipole 

interaction. 

At Vb = -1.5 V, the blue shift is more significant (> 1.5meV) and the PL decays 

faster with increasing T. Average NX will decrease with a shorter lifetime; therefore, the 

mean-field dipole-dipole interaction of indirect-X is unlikely to account for the large blue 

shifts. The photocurrent-voltage characteristics under such a pulsed laser diode excitation 

shows a significant photocurrent flow and gain at Vb = -1.5 V, which is similar to the I-V 

characteristics under a CW HeNe excitation (see Sec. 7.2.2). This signals a build-up of 

space charges or trapping of charge carriers, which can screen the external applied 

electric field and counter the Stark effect. This can thus affect the X lifetime and energy. 

Currently, we cannot determine the T-dependence of such a screening effect 

                                                 
 
17 An empirical equation for temperature dependent bandgap of GaAs (Γ valley): 

( ) ( )4 21.519 5.405 10 / 204gE T TΓ −= − × + eV . 
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quantitatively. Nevertheless, the significant blue shifts and reduction of PL decay times 

with T at Vb = -1.5 V is likely to be associated with the presence of space charges or 

cross-well carrier transport. 

4.4.6 Excitation energy dependence 
The electric field field dependent TRPL was also measured for a laser diode 

excitation of energy hν = 1.80 eV, which is below the band gap of the AlGaAs barriers 

(Eg = 1.84 eV), and thus avoids generation of photocarriers in the AlGaAs layers. For the 

same Vb, TRPL of indirect-Xs (Figure 4.14A) excited by hν = 1.80 eV photons rises 

faster than that for excitation of hν = 1.944 eV, which signals a faster thermal relaxation 

rate. The PL decay curves are, however, qualitative the same (Figure 4.14B). More 

extensive TRPL measurements are required for hν = 1.80 eV as well as other excitation 

energies to understand the effects of the excitation energy. 

 
Figure 4.14 Vb-dependent TRPL indirect-Xs at an excitation energy hν = 
1.80 eV: (A) Indirect-X TRPL for selected Vb’s. (B) Indirect-X PL decay 
times: Figure 4.7A at hν = 1.944 eV is reproduced here for comparison. 
(Laser diode excitation: spot radius σr ≈ 8µm, hν = 1.80 eV, repetition rate 
= 1MHz, pulse duration ~20 ns, and average Plaser ≈ 8.5 µW). 
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4.5 Exciton density  
To estimate the density of Xs, we used two methods: (i) measurements of the PL 

peak blue shift (Sec. 4.5.1), and (ii) careful measurements and calibration of the photon 

collection efficiency of the PL imaging and detection system (Sec. 4.5.2). 

4.5.1 Mean field energy and exciton energy shift 
The single exciton Hamiltonian given in Sec. 4.2 does not include many-body 

interaction of Xs, which can have significant effects on the phases and states of an X 

system. Here we discuss only some essential condepts that are related to the X energy 

shift and density estimation. 

There are several effects that can induce an energy shift of indirect-X PL [149]: 

(i) electric field (Stark effect), (ii) mean-field blue shift (due to the X-X interaction), (iii) 

thermal bandgap shrinkage, (iv) bandgap renormalization due to a high carrier density 

[150], (v) strain, and (vi) magnetic fields. The mean-field blue shift due to X-X 

interaction is the focus here. 

In multiple quantum wells, a blue shift of the X PL line with increasing density 

was reported [151,152] and attributed to a net X-X interaction [66]. For spatially indirect-

Xs in CQW, separation of the electron and hole in the z-direction gives rise to a dipole 

moment; therefore, the blue shift of X PL energy with X density is more pronounced due 

to dipole-diple interactions. This density dependent blue shift of indirect-X PL in 

GaAs/AlGaAs CQW systems has been reported [153,154] and was also detailed in Sec. 

4.3.2 under a HeNe laser excitation. In CQW systems, the effective X-X interaction is 

dominated by the repulsive dipole-dipole interaction when the interspacing is large (i.e. 

low X density) [155-157]. The mean-field X energy can thus be approximated 

phenomenologically by 
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where d is the e-h separation, ε the dielectric constant, and r  = d/2c  for a classical parallel 

plate capacitor [132]. This gives an X energy blue shift 2 /E ne dδ ε≈ , which allows 

estimation of the X density. For the CQW used, d ≈ 12 nm and ε ≈ 12.4 ε0 (low 

temperature static dielectric constant) [148], the density can thus be estimated by 

( ) ( )9 1 25.72 10n meV cm E meVδ− −≈ × ×i . However, this phenomenological formula is 

less reliable at high densities, where the exchange terms between the electrons and holes 

of different Xs may be important [19,110,158]. The density dependent blue shift for 

indirect-Xs in the CQW structure studied here has been calculated with a mean-field 

approximation including the exchange correction for Xs by de-Leon et al. [110]. 

Assuming an equal concentration of Xs with different spins, the X density can then be 

approximated by ( ) ( )9 1 28.0 10n meV cm E meVδ− −≈ × ×i , which is higher but close to the 

density obtained from the above phenomenological approximation without an exchange 

correction. 

We have shown the X PL peak energy (E0) versus Plaser in Figure 4.3A. 

Extrapolating the peak indirect-X energy measured under a low uniform excitation 

(Figure 4.4), we deduced E0(Plaser = 0) ≈ 1.553eV as the baseline to determine the 

indirect-X energy shift δE from E0 shown in Figure 4.3A. X densities (nX) estimated from 

the above mentioned formula are represented by the solid red circles in Figure 4.15. For 

Ilaser < 0.8 W/cm-2, δE ∝ Ilaser
0.8 (red line), close to the linear dependence predicted by the 
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mean-field approximation. However, for higher excitation intensities, it increases 

approximately with a power-law δE ∝ Plaser
0.30 (red dash line), not linearly. 

The X density can also be approximated by nX ≈ τX×Ge-h (solid black squares), 

assuming a simple two level system and neglecting the escape/capture of the 

photogenerated carriers or nonradiative recombination. The generation rate of e-h pairs 

(Ge-h) in the two 8-nm GaAs QWs is estimated from the absorption coefficient α ≈ 

3.9×104 cm-1 [159] assuming 100% internal quantum efficiency. At Vb = -0.95 V, the 

effective X lifetime τX is assumed to be about 20 ns, which is almost constant for most 

Plaser (see Figure 4.9A). X densities estimated by this method are represented by the sold 

squares in Figure 4.15. Note that this estimation could be inaccurate because of the error 

in the estimated α and additional capture/escape of photocarriers. 

 
Figure 4.15 Estimated exciton density versus Plaser under a bias Vb = -0.95 
V. Red circles: densities estimated from δE. Black squares: densities 
derived from e-h pairs generated in the two GaAs quantum wells. Black 
open squares: the peak X PL intensity (I0). 
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These two methods agree only for moderate Plaser. The discrepancy is likely 

caused by the presence of space charge or vertical carrier transport across and capture by 

the QWs. The HeNe laser excitation energy (hν=1.959eV) is above the GaAs or AlGaAs 

bandgap (Eg = 1.519 eV for GaAs and 1.84 eV for Al0.33Ga0.67As), thus free carriers are 

generated all across the structure. These photogenerated free carriers can screen the 

dipolar indirect-X interactions, which leads to a reduction of X PL energy shift with X 

density. The high intensity excitation also could heat the lattice, which gives rise to a 

bandgap shrinkage (red shift) (see Sec. 4.4.5). Although weak, this red shift can cancel 

the blue shift caused by the X-X interaction. 

4.5.2 Photon collection efficiency 
Under the mean-field approximation, X PL energy blue shifts give reasonable X 

density estimation at low density regimes. However, the mean-field X energy shift is not 

reliable for high X densities due to (i) interactions other than dipole-dipole interaction 

among Xs, and (ii) non-ideal properties (e.g. the non-negligible photocurrent, see Sec. 

7.2.2) for the CQW studied. We thus also estimated the X density with careful 

measurements and calibration of the photon collection efficiency of the PL imaging and 

detection system. 

The photon collection efficiency (ηc) of the optical imaging/detecting system can 

be determined by two independent methods: 

(A). Careful measurements of the transmission of the optics and calculation of PL 

extraction efficiency [160,161]. We assume isotropic (i.e. no angular dependence) X PL 

emission from the CQW active region and use the given quantum efficiency of the 

detectors. 
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(B). Use of a ‘calibrated’ photon source directly at the CQW active region. As 

discussed in Sec. 4.3, the capture and escape of carriers in and out of QWs are negligible 

with the absence of electric field in CQW. Therefore X PL emission under a zero bias 

(i.e. direct-X PL) can serve as a calibrated photon source, which is assumed to emit an X 

photon flux equal to the e-h pair generation rate (Ge-h) in the two 8-nm GaAs QWs. Ge-h 

can be determined as described in the previous section. The PL photon extraction 

efficiency of the optical system was then determined from the electronic signal (Se) by 

/c e eS G hη −= . 

The photon collection efficiencies determined by these two methods are 

consistent (ηc differs less than 20%). Once ηc is determined, the indirect-X photon flux 

(NX,ph) under a bias voltage can be obtained by /ph
X eN S cη= . The steady-state number of 

Xs (NX) can then be approximated by  [162,161], where τph
X X XN Nτ= X is the effective X 

lifetime determined from TRPL measurements. Here X transitions are approximated as 

those in a two level closed system with a simple exponential decay and negligible 

nonradiative recombination. The X density can also be determined similarly from the X 

photon flux density for PL imaging measurements, which will be discussed in Chapter 5. 

4.6 Effective mass and magneto-optical properties 
The exciton optical spectrum consists of discrete states – similar to the Rydberg 

states of hydrogen – each having a dispersion that reflects the movement of the exciton as 

a whole (Figure 2.2). In this section we show that the dispersion of indirect-Xs in CQW 

can be directly measured optically by applying an in-plane magnetic field [163,164]. This 

dispersion was used to determine the magnetoexciton effective mass which is critical to 
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the observation of the collective exciton effects and becomes overwhelmingly larger than 

the sum of the electron and hole masses in high magnetic fields. 

The magnetic fields also have many important effects on collective phenomena in 

the electron-hole (e-h) or exciton systems. For example single component 2D electron (or 

hole) gases exhibit the integer and fractional quantum Hall effects [87,165]. Two 

component 2D electron-hole neutral systems are also expected to possess curious 

properties at high magnetic fields. This is in particular the case of 2D-excitons in a 

perpendicular magnetic field (magnetoexcitons) whose composite e-h structure has been 

predicted to result in intriguing effects [166,167,168 ]: (i) the 2D-magnetoexciton binding 

energy and effective mass are independent of the electron and hole effective masses and 

are determined by the magnetic field only [166]; (ii) although 2D-magnetoexciton is a 

neutral particle, it reacts to the application of in-plane electric field as a single charge 

(Hall effect for exciton) [167]; (iii) in a direct band gap semiconductor the 2D-

magnetoexciton ground state in in-plane electric field occurs at finite momentum 

[167,169]. 

Here we focus on optically determining the indirect-X dispersion by applying a 

tilted magnetic field with a component parallel to the QW plane. The idea is to profice 

simultaneous breaking of time-reversal and space-inversion symmetry in the system. It 

can be understood by considering the usual momentum operator under a magnetic field, 

which commute with the Hamiltonian of excitons and now plays the role of the center-of-

mass (CM) momentum [170,163]: 

 ,e
g ehcP M v B r= − ×

GG G  (2.17) 
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where M is the exciton mass, gvG  is the CM velocity, and eh e hr r r= −
G G G  is the coordinate of 

relative motion. The second term in Eq. (4.1) results from the Lorentz force acting on the 

electron and the hole that constitute the exciton. Only excitons with momentum P~0 can 

recombine radiatively; therefore, an exciton is optically active only when it has a velocity 

such that e
g cM v B= ×

GG rG . For indirect-X in CQW, the e-h distance d is almost fixed by 

the potential barrier; if an in-plane magnetic field is applied, the indirect-X states shift 

rigidly in k space in the in-plane direction perpendicular to B [171]. This mechanism 

could also be used for obtaining a cold exciton gas in thermodynamic equilibrium. 

Because of the momentum shift, the in-plane magnetic field tunes the recombination 

lifetime of the indirect-Xs at rest to very high values, without affecting their binding 

energy [50]. 

Figure 4.16 illustrates the principle underlying the coupling mechanism for 

magnetoexcitons. Consider an in-plane free moving magnetoexciton whose CM 

momentum is P(x, y) and dispersion law is EX = EX(P). The magnetoexciton has a 

velocity, vg = ∂EX/∂P, and the attractive Coulomb force between the constituent electron 

and hole is cancelled exactly by the Lorentz force [166,167]. Applying this condition 

self-consistently, one can determine the magnetoexciton dispersion, the binding energy 

Eb and, in turn, the effective mass MB. In the high magnetic field limit, defined by the 

condition that Eb is much smaller than the electron and hole cyclotron energies, the 

problem can be solved analytically [166]. Several conclusions are as follows: (i) 

2/ 2 /( ) ~B BE e l Bπ ε ⊥= , where B⊥  is the component of the magnetic field 

perpendicular to the QW plane, /( )Bl c eB⊥= =  the magnetic length, and ε  the dielectric 
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constant, (ii) 0( ) ( ),X BE P E e Iβ β−= −  where I0(β) is the modified Bessel function, and 

[ ]2/(2 )BPlβ = = , (iii) for ( ) ( )3/ 2 2 1/ 2 2/ 1, 2 / ~B B BPl M e l Bε π ⊥== � = , (iv) for 

magnetoexciton with P = 0 the magnetic length plays the role of the Bohr radius, (v) 

magnetoexcitons with momentum P carry an electric dipole in the direction perpendicular 

to P whose magnitude, 2ˆ /eh Br z Pl= ×
G = , is proportional to P. This expression makes 

explicit the coupling between the center-of-mass motion and the internal structure. The 

coupling results in a curious property, called the electrostatic analogy: the dispersion 

EX(P) can be calculated from the expression of the Coulomb force between the electron 

and the hole as a function of ehrG  and has the consequence that the magnetoexciton mass 

depends on B⊥ only, independent of the electron and hole masses. In contrast to the e-h 

system at a zero magnetic field (hydrogen problem) all the e-h pairs are bound states and 

there is no scattering state. When , the separation between the electron and 

hole extends to infinity and the magnetoexciton energy evolves to the transition energy 

between the free electron and hole Landau levels. Figure 4.16B schematically compares 

magnetoexciton dispersions with and without the magnetic fields perpendicular to the 

QW plane. 

/BPl =�1
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Figure 4.16 (A) Schematics showing (i) the coupling between the 2D-
magnetoexciton center-of-mass and internal motions (top), (ii) the 
separation between the electron and hole wave functions for quasi-2D 
magnetoexciton (bottom left) and quasi-2D indirect magnetoexciton 
(bottom right). d is the mean e-h separation along z, the sample growth 
direction. (B) Example dispersions of 2D-magnetoexciton with and 
without the magnetic fields. 

The principle of our experimental method is illustrated in Figure 4.17. The only 

free exciton states that can recombine radiatively are those with momentum near P0 ≈ 0, 

the intersection between the dispersion surface EX(P) and the photon cone /phE Pc ε= . 

In GaAs structures the radiative zone corresponds to small CM momenta 

5
0 /( ) 2.7 10gK K E c cmε −≈ ≈ ≈ ×= 1 . Let us consider now a spatially indirect exciton 

with electron and hole confined in different layers parallel to the QW plane. Such an 

exciton possesses yet another interesting property. It has been shown in Ref. [171,163] 

that when a magnetic field B& is applied in the QW plane the exciton dispersion surface 

shifts by ||
e

B cP d= − B  (Figure 4.17). Therefore as B|| increases the intersection of the 

photon cone with the exciton dispersion surface varies. Thus the indirect-X dispersion 

can be determined by measuring the magnetoexciton photoluminescence (PL) energy as a 

function of B&. 
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For the CQW studied, the shift induced by strong in-plane magnetic fields 

||
e

B cK d= = B K

2

ˆ

 is much larger than K0. For example at B||=12 T, . 

The peak energy of the indirect exciton PL is set by the energy of the radiative zone and 

is given as a function of in-plane magnetic field by  

for a parabolic dispersion. The PL measurements were performed in tilted magnetic fields 

6 1
0~ 2.1 10 ~ 8BK cm−× ×

2 2 2 2
0 ||/ 2 /(2 )P B B BE P M e d B M c= = =

|| ˆB B x B y⊥= +
G

 at T=1.8 K in a He cryostat with four optical windows. B& was used to 

measure the dispersion of the magnetoexciton (Figure 4.17). Carriers were photoexcited 

by a HeNe laser and at an excitation intensity ~0.1 W/cm2. 

 
Figure 4.17 Schematics of the indirect exciton dispersions: (left) at zero 
and finite in-plane magnetic field B||, (right) at zero B, perpendicular B⊥ d 
tilted B. The optically active exciton states are near the radiative zone 
determined by the photon cone. 

The basic features of the indirect magnetoexciton are the same as those of the 

direct magnetoexciton. They are also determined by the coupling between the 
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magnetoexciton internal structure and the center-of-mass motion. However, because of 

the separation between the electron and hole layers the indirect magnetoexciton binding 

energy and effective mass differ quantitatively from those of direct magnetoexciton 

(Figure 4.16A). As d increases, the indirect magnetoexciton binding energy is reduced 

whereas its effective mass is increased. In particular, for 

 and for  [172]. 

The effective mass enhancement is easily explained using the electrostatic analogy: For 

separated layers the e-h Coulomb interaction is weaker than that within a single layer and 

changes only slightly for . This implies that E

(3/ 2 1/ 2, 1 2 /B Bd B Bd l M M d lπ⎡ ⎤= +⎣ ⎦� ) 2 )

d

1/ 2 3 3/ 2 3, /(B Bd B Bd l M M d lπ=�

ehr ≤
G

X(P) increases only slowly for 

; in other words, the indirect magnetoexcitons have a large effective mass. 2/ BP d l≤ =

 
Figure 4.18 (A) Measured and (B) Calculated magnetoexciton dispersions 
at B⊥=0, 2, 4, 6, 8 and 10 T versus K2 (B||

2). (C) Measured dispersions 
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versus K (B||). (D) Measured (solid squares) and calculated (open circles) 
magnetoexciton effective mass at the band bottom versus B⊥. 

As the in-plane magnetic field component B|| increases, the energy of indirect 

magnetoexcitons increase due to the displacement of the dispersion surface in momentum 

space, while the energies of the direct transitions are practically unchanged. The 

magnitude of the PL energy shift is smaller for the higher perpendicular field component 

(B⊥). The PL line shift versus B|| determines the magnetoexciton dispersion. This is 

shown in Figure 4.18A and C for various B⊥. The magnetoexciton effective mass at the 

band bottom is determined by quadratic fits to the dispersion curves at small K. At B||=0 

the measured dispersion corresponds to an effective mass, M = 0.22 m0, where m0 is the 

electron rest mass. This value is in good agreement with the calculated mass of heavy-

hole exciton in GaAs QWs ~0.25 m0 (electron effective mass me = 0.067 m0 and the 

heavy-hole mass for in-plane motion, mhh& ~ 0.18 m0 [173,174]).  

Drastic changes of the magnetoexciton dispersion are observed at finite B⊥. The 

dispersion curves flatten at small momenta as seen in Figure 4.18. This corresponds to a 

strong enhancement of the magnetoexciton mass: At B⊥ = 4 T, the magnetoexciton mass 

has increased by about a factor of three. At higher B⊥, the dispersion becomes so flat that 

the scattering of the experimental points does not allow precise determination of the mass 

due to limit of the available magnetic field and experimental accuracy. The experimental 

results are now compared with ab initio calculations [164,172]. The results are shown in 

Figure 4.18B. We find that in a finite magnetic field the effective mass which 

characterizes the dispersion at small P increase monotonically with B⊥. The calculated 
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effective mass enhancement is in good agreement with the experimental data.18 The 

agreement remains qualitatively good at high momenta; however, the theory gives a rate 

of energy increase with momentum at high P slower that the experiment. This difference 

could be accounted for by including details such as the effects of the finite QW thickness 

and finite radiative zone width (i.e. finite X line width). Note also that due to the line 

broadening and intensity reduction, at high B& ≥ 10 T, the experimental accuracy for the 

peak X energy decreases. We note that the observed large enhancement of the effective 

mass of the indirect exciton in magnetic fields is a single-exciton effect contrary to the 

well known renormalization effects in neutral and charged e-h plasmas [76]. 

In conclusion, we find that the exciton effective mass is strongly enhanced as B⊥ 

increases and, becomes overwhelmingly larger than the sum of electron and hole masses 

at high fields. This experimental finding proves that the magnetoexciton is a quasi-

particle whose effective mass is tunable by magnetic fields and determined by the 

coupling between the CM motion and internal structure rather than by the masses of its 

constituents. 

4.7 Summary 
In this chapter, we described fundamental properties of spatially indirect-Xs. We 

reported the time-integrated and time-resolved photoluminescence spectroscopy as a 

function of temperature (T), bias voltage (electric field, Vb), and laser excitation power 

(Plaser). Methods used to estimate X density were also discussed. Finally, we studied the 

                                                 
 
18 The only fitting parameter in the calculation is effective mass at B⊥ which was obtained from the 
measured indirect-X dispersion: M = 0.22 m0.
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dispersion and effective mass of indirect-Xs measured by applying magnetic fields 

parallel to the quantum well plane. 
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Chapter 5 Confined Exciton Systems   

5.1 Introduction 
Degenerate exciton systems have been produced in quasi–two-dimensional 

confined areas in semiconductor coupled quantum well structures. We observed 

contractions of clouds containing tens of thousands of excitons (Xs) within areas as small 

as (10 µm)2 near 10 Kelvin. Collection of these confined cold dense indirect-X systems 

was first reported in ref. [44]. We present here a phase diagram of X systems confined in 

these small areas, which for brevity we refer to as ‘traps’. The spatial and energy 

distributions of optically active Xs in these traps were determined by measuring 

photoluminescence (PL) as a function of temperature (T) and laser excitation (Plaser) and 

were used as thermodynamic quantities to construct the phase diagram of the X system, 

which demonstrates the existence of distinct phases. We will compare the spatially-

resolved PL (µ-PL) imaging and spectroscopy under a uniform or remote local laser 

excitation. Then we will present the time-resolved photoluminescence (TRPL) 

measurements, which reveal partially the formation mechanisms of these degenerate 

confined X systems. To clarify the formation mechanisms, more extensive experiments 

will be detailed later in Chapter 7. 

5.2 Effects of confinement 
The quasi-two-dimensional (quasi-2D) nature of coupled quantum wells (CQW) 

raises important theoretical issues related to phase transitions in reduced dimensionality. 
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BEC only occurs at T = 0 in a homogeneous 2D system of ideal bosons [40,175,41], but 

can occur at finite T when they are confined in 2D traps [42,43]. However, for non-ideal 

interacting bosons, such as Xs, no general result is known. Theoretically, it has been 

advanced [176-179] that in the case of contact interaction and harmonic-2D traps no BEC 

occurs at finite temperature although there is a strong particle concentration at the trap 

center below the Tc calculated for ideal bosons. Experimentally, the MIT atomic BEC 

group has demonstrated realization of BEC of sodium atoms in lower dimensions [180]. 

Producing local confined cold X systems may also be a key step to realizing excitonic 

BEC in quasi-2D structures. In that respect, applying the Tc formulae for ideal bosons in 

a square 2D-box [43] to the confined Xs observed in GaAs/AlGaAs CQW gives Tc ≈ 1 K 

for reachable experimental conditions. 

5.3 Uniform excitation 
Samples containing multiple mesas of various sizes are processed from the same 

wafer. A low density, approximately one per (500 µm)2 area, of the ‘traps’ were found 

throughout the samples examined. Although we elaborate here the experiments 

performed on a (780 µm)2 mesa, similar observations are made on different samples 

processed from the same wafer grown by a MBE machine. For the experiments reported 

in this chapter, a static bias voltage V  b = -0.95V (≈ 23 kV/cm) was applied to the CQW 

sample unless specified otherwise. The mesa was excited uniformly by a defocused HeNe 

laser with a spot size ~600-700 µm (Full Width at Half Maximum) centered on one of the 

two traps present in the mesa. Two series of experiments were performed: (i) PL imaging 

by a CCD camera with a 10 nm (~21 meV) band-pass interference filter centered at the 

indirect-X emission line − a ~2 µm spatial resolution is achieved by the combination of a 
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microscope objective and camera lens, and (ii) diffraction limit (~1.7 µm) spatially-

resolved PL spectra obtained by scanning a pinhole in the confocal image plane. The PL 

imaging provides direct information on the spatial distribution of the Xs within the filter 

bandwidth; whereas the PL scans determine the local (~1.7 µm) energy distribution of the 

indirect-Xs with a ~0.1 meV resolution. 

A CCD PL image of a (780 µm)2 mesa under a uniform HeNe laser excitation is 

shown in Figure 5.1. This mesa contains two natural ‘traps’ separated by approximately 

280 µm, which are labeled as Trap-A and Trap-B. In the following sections, we detail a 

phase diagram obtained for Trap-A. 

 
Figure 5.1 A false color CCD PL image of a 780µm mesa with two natural 
‘traps’. This example image is taken at T = 1.7K with a defocused uniform 
HeNe laser of spot diameter ~600-700µm and Plaser = 1.25 mW centered at 
Trap-A. The dark square edges are the Au/Pd/Ge alloy contacts on the top 
of the mesa. 
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5.3.1 Qualitative descriptions 
The PL images of the indirect-X cloud for three temperatures T = 1.7 K, 8 K and 

20 K (Figure 5.2A) at a low and uniform laser excitation power, Plaser = 50 µW show that 

contraction of the X cloud is evident with decreasing bath temperature: The cloud radius 

decreases more than an order of magnitude to ~10 µm, whereas the peak intensity 

increases by a factor of 50. The 2D PL images at T = 1.7 K (Figure 5.2B) for three Plaser 

values show that with increasing Plaser, the X cloud first contracts and then expands, 

exhibiting an annular shape with a darker central region that also shrinks and then 

expands with Plaser. The color bar scale on the figure shows the local density of Xs 

estimated from the PL intensity by the methods described below. From these images we 

deduce the spatially integrated PL intensity (IPL), the root mean square radius (σPL), the 

skewness (asymmetricity), and kurtosis (KPL – concentration or peakedness as compared 

with a Gaussian distribution)19. These parameters are used as thermodynamic quantities 

to characterize the X fluid. 

Spatially resolved PL spectra were also measured as a function of T and Plaser by 

scanning a pinhole in the confocal image plane. The energy-space hybrid 3D plots shown 

in Figure 5.3 are two example results at T = 1.7K and 20.6K, respectively. 

                                                 
 
19 The spatial moments of the PL images were calculated with a modified java plug-in module of the 
ImageJ, a free image processing program from NIH. Definitions of these quantities can be easily obtained 
by extending the moments defined in Sec. 4.3 to two dimensions. 
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Figure 5.2 Photoluminescence as a function of temperature (T) and laser 
excitation (Plaser) in selected images. (A) T-dependent PL 3D false-color 
images of the confined excitons (Xs) at T = 1.7 K, 8 K, 20 K with Plaser = 
50 µW (laser excitation spot size ~700 µm). PL intensities are rescaled as 
indicated on the vertical axis. The σPL deduced from the spatial 
distributions are σPL = 47, 21, and 10 µm, respectively, and the KPL = -
0.45, 0.03, and +1.19 showing that the X cloud is spatially more peaked 
than a Gaussian. (B) Plaser-dependent PL 2D false-color images of 
confined Xs at T = 1.7 K for Plaser as indicated. The estimated optically 
active X density is represented as colorbar scales. From left to right, σPL 
are 19, 9, and 13 µm respectively, and KPL are +0.33, +1.47, and +1.20. 

 
Figure 5.3 Spatially-resolved PL spectra across Trap-A under a uniform 
HeNe excitation (Plaser = 198 µW) at T = 1.7 K and 20.6 K. 
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5.3.2 Phase diagram: µ-PL imaging 

The phase diagram of σPL(T, Plaser) is shown in Figure 5.4. At either high 

temperature or low excitation intensity the X cloud is extended. Both low temperature 

and a significant excitation are required for Xs to be concentrated in a small area. Indeed, 

σPL is at its minimum (~10 µm) for T < 4K and moderate excitation (Plaser ≈ 35 µW to 

500 µW). In that range, the kurtosis phase diagram KPL(T, Plaser) (Figure 5.5) 

demonstrates that the X distribution is more concentrated than a Gaussian, despite the 

central intensity dip. It is noteworthy that σPL exhibits steepest variations in a narrow 

domain − nearly vertical for Plaser ≤ 20 µW and diagonal for Plaser ≥ 20 µW around σPL = 

30 µm, which reveals the existence of distinct phases. At fixed T ≤ 10 K, as Plaser is 

increased, the X cloud first contracts when Plaser crosses ~20 µW, plateaus over a small 

range of moderate intensities, then expands. At fixed Plaser, as T decreases, the X cloud 

contracts and experiences a sharp reduction in size near T = 10 K. This behavior is seen 

more clearly in T-dependent cuts of σPL for five Plaser between 25 µW and 6 mW (Figure 

5.4B). For Plaser = 25 µW, σPL(T) exhibits a clear kink near T = 10 K, which confirms the 

sudden cloud contraction. However, that kink becomes less pronounced at higher Plaser as 

σPL becomes progressively T independent. This transition is further supported by the 

corresponding normalized IPL(T) curves (Figure 5.4C), which, at low excitation, have a 

strong T dependence with an almost steplike increase between T = 15 K and 10 K. As the 

excitation density increases, the magnitude of IPL(T) increases by a factor of 100 but its T 

dependence becomes progressively flatter. 
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Figure 5.4 (A) Full phase diagram of the root-mean-square radius of X 
cloud, σPL(T, Plaser). The white contour lines highlight the cloud extension 
from 10 µm to 60 µm in 5-µm steps. (B) Cross sections, σPL(T), of the Fig. 
2A phase diagram for fixed laser excitation intensities for Plaser as 
indicated (C) T-dependent normalized spatially integrated PL [IPL(T)]. 
IPL(T) rises sharply below T ≈ 10 K for low Plaser. 

 
Figure 5.5 Kurtosis (KPL) phase diagram of the X cloud. KPL = 1 for a 
Gaussain distribution and KPL>1 for a more concentrated distribution. For 
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low T and moderate Plaser where the X clouds are most localized (σPL ≤ 10 
µm), the X clouds are also most concentrated as KPL > 1. 

5.3.3 Phase diagram: µ-PL spectroscopy 
The PL intensity is only sensitive to the radiative recombination of optically 

active, bound or unbound electron-hole pairs with center of mass momentum K ≈ 0 

[100,99]. It may not reflect the X density which, for CQW Xs, is more directly related to 

the PL peak energy (E0) blue shift due to the indirect-X interaction (see Sec. 4.5.1). 

Therefore, to better characterize the energy distribution of the indirect-X systems, we 

used the PL scans that provide local spectroscopic information with a ∆y ≈ 1.7 µm spatial 

resolution (Figure 5.6A).  

5.3.3.1 Excitation intensity dependence 
In Figure 5.6B, the black curve gives the indirect-X PL intensity profile, IX(y) 

(spectrally integrated over the indirect-X peak, see Sec. 4.3), for Plaser = 200 µW and T = 

1.7 K. The PL peak intensity profiles, I0(y), for four Plaser values are also shown in Figure 

5.7A. Consistent with the annular structure of the Figure 5.2B images, IX(y) exhibits a 

central dip surrounded by two intense maxima. The E0 profile (magenta curve) shows that 

the blue shift increases monotonically from the cloud edges to a maximum at the center. 

Thus, the indirect-Xs at the cloud center are dense but hot (K > 0), not as optically active 

as those cold (K ≈ 0) ones in the bright annulus. This is consistent with the variations of 

the PL linewidth Γ(y) (red curve), which narrows sharply where IX(y) is maximal and 

broadens a little at the center. This behavior is observed in the region where the indirect-

X cloud is concentrated. But for lower Plaser (less than about 100 µW), the E0 profile with 

discontinuities first appears [44], and then near the center E0 gradually flattens (Figure 

5.7B). 
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Figure 5.6 Analysis of spatially resolved spectra. (A) Selected PL spectra 
for Plaser as indicated. The inset 2D PL image shows the path (white 
arrow) of a pinhole scanning across the trap to measure these spectra. The 
PL spectra shown are measured at the position (black circle) where the PL 
intensity is at a maximum. The spectra are normalized and vertically offset 
for clarity. The low-energy PL emission (E < 1.53 eV) is from n+-GaAs 
layer, and the extra PL peak at E = 1.572 eV is from direct excitons. (B) 
Spatial profiles of spectrally integrated X PL (IX) [black curve], Γ [red 
curve], and peak energy (E0) obtained by analyzing scanned spectra at all 
positions for T = 1.7 K and Plaser = 200 µW. The locations of minimum 
linewidth (Γmin) and maximum PL intensity coincide. (C) Two sets of Γmin 
values (blue and red curves) and cloud radii, σPL,S (black curve), versus 
Plaser at T = 1.7 K. The X-cloud radii are deduced from profiles of IX(y). 
The Γmin(Plaser) and σPL,S(Plaser) curves have parallel variations, revealing 
three regimes: (I) a dilute X-system, (II) a degenerate condensed X fluid 
with narrowest Γmin and most concentrated cloud, and (III) a hybrid X/e-h 
phase. Arrows (a) and (b) indicate the approximate boundaries of regime 
(II), where the estimated maximum X density are (a) 1.7×1010 and (b) 
4.6×1010 cm-2, respectively. 
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Figure 5.7 Spatially-resolved indirect-X PL profiles for Plaser as indicated. 
(A) Inidrect-X PL peak intensities (I0) in linear and log scales (inset). (B) 
Inidrect-X PL peak energies (E0). 

The IX(y) mean square radius, σPL,S, and the PL linewidths at the two minima, 

Γmin, are plotted versus Plaser (Figure 5.6C) for T = 1.7 K. The σPL,S(Plaser) curve agrees 

with the behavior seen in Figure 5.4A, i.e., the X cloud contracts to a small area, σPL,S ≈ 7 

µm, at low T for moderate Plase. Interestingly the linewidth Γmin(Plaser) curves show a 

parallel variation versus P .laser  At low T where phonons are scarce, the low-density PL 

linewidth in a QW is dominated by disorder-related inhomogeneous broadening and is 

roughly constant, then it usually increases with the density due to the X-X interaction, X-

carrier scattering and screening. In the case of indirect-Xs, however, the repulsive dipole-

dipole interaction screens the in-plane potential fluctuations, an effect particularly 

pronounced in the statistically degenerate regime [39]. Figure 5.6C reveals three regimes: 
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(I) 20 µW ≤ Plaser ≤ 100 µW, (II) 100 µW ≤ P  laser ≤ 500 µW, and (III) 500 µW ≤ Plaser. In 

regime I and II, the indirect-X PL peak is narrow (Γ < 2 meV), although it broadens a 

little near the center (see Figure 5.6B). This narrow linewidth confirms the well-defined 

X distribution. In regime III, the PL spectra near the center have significantly broad 

indirect-X peaks and stronger high-energy emissions, indicative of the presence of e-h 

plasmas. To estimate the density of Xs we combine two methods: (i) measurements of the 

PL peak blue shift and (ii) careful measurements and calibration of the photon collection 

efficiency of the PL imaging system (see Sec. 4.5). The densities corresponding to the 

crossover between these regimes indicated by the arrows in Figure 5.6C are, respectively, 

nX ≈ 1.7×1010 cm-2 and nX ≈ 4.6×1010 cm-2, still below the Mott density [31,129], nMott ≈ 

1011 cm-2 estimated from nMott×aX ≈ 1 [115]. Regime I corresponds to a dilute X system, 

whereas regime III is a hybrid X/e-h phase, where Xs may not be well defined and effects 

of Fermi statistics cannot be neglected. In regime II, however, simultaneously the 

linewidth is the narrowest and the X cloud is the most concentrated with size depending 

moderately on P .laser  There the number of Xs in the X cloud varies  between about 104 

and 105, which indicates a highly statistically degenerate phase [44]. Thus, a dense and 

cold X fluid forms in regime II where the environmental fluctuations are smoothed out 

and the effects of scattering reduced or even suppressed. It is noteworthy that the 

linewidth dependence Γmin(Plaser) across the trap and the Γ(Plaser) measured at the 

excitation spot (Sec. 4.3.2) exhibit a similar trend. 

5.3.3.2 Temperature dependence 
The Plaser-dependent spatially-resolved PL spectra have shown three regimes of 

interest. Therefore, we further measured T-dependent spatially-resolved PL for four 
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values of Plaser − 50, 200, 550, and 1660 µW − corresponding to regime I, II, and III 

described previously. 

The T-dependent spatial profiles of X PL integrated intensities (I0), linewidths 

(Γ), peak energies (E0), and average energies (EX) are shown for Plaser = 200 µW in 

Figure 5.8A to D, respectively. The X cloud expands with increasing T while maintaining 

an overall annular shape. Near the center of the trap (|y| < 3 µm), we observed broad PL 

emission lines with a lower peak energy but a high energy component. These broad PL 

emissions cause the ‘spikes’ to appear in the figures. They are more pronounced 

compared with the narrow X lines at a high T (see Figure 5.3 for example PL spectra) and 

a high Plaser. These broad PL emissions at the center could be due to the presence of e-h 

plasma or joule heating caused by a current tunneling through the trap center. 

The E0(y) profile at T = 1.7 K displays discontinuities at |y| ≈ 20 µm, where the 

PL emissions exhibit two peaks − one is the continuation of the inner high-energy PL 

lines, and the other is the continuation of the outer low-energy PL lines. In determining 

the linewidth, these two overlapping lines were not separated, and thus an increase of Γ is 

seen in Figure 5.8B. These discontinuities were washed out (i.e. PL line splitting 

disappeared) at T ≈ 5-10 K. Note that the above mentioned phenomena were only 

observed for a small range of low Plaser (~ regime I) as discussed in the previous section. 

The overall X energy profiles, including E0(y) and EX(y), experience unusual blue 

shifts with increasing T. We will discuss this in the following section by comparing the 

PL spectra near the trap center and remote spots. 

The PL linewidth Γ(y) narrows near where IX(y) is maximal and broadens at the 

center. The T-dependent minimumal linewidth Γmin(T) curves are shown in Figure 5.9B 
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for Plaser values as indicated. For moderate and high Plaser values, Γmin increases linearly 

with T at a similar rate; whereas for low Plaser, it increases more rapidly with T and 

experiences a reduction near ~7-10 K. To understand if the broadening is mainly due to 

the scattering with longitudinal acoustical (LA) phonons [145], we measured the T-

dependent direct-X PL at a remote location away from any trap at Vb = 0 V under a 

uniform excitation. The direct-X linewidth increases at a much slower rate with T. This 

and the unusual Γmin(T) curves for low Plaser values suggest that, in additon to scattering 

with LA phonons, other broadening mechanisms are involved. The X cloud radii, σPL,S, 

are also calculated from the IX(y) profiles (Figure 5.8A). The T-dependent σPL,S curves 

shown in Figure 5.9 are consistent with those measured by PL images (Figure 5.4B). 

 
Figure 5.8 Spatially-resolved X-PL spectra versus T at Plaser = 200 µW. 
(A) Integrated X-PL intensity (I0). (B) X-PL linewidth (Γ). (C) X-PL peak 
energy (E0). (D) X-PL average energy (EX). 
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One of the main advantages of spatially resolved PL spectroscopy over PL 

imaging is that the PL emissions from Xs and n+-GaAs layers are recorded in the same 

measurement. Thus, the X PL can be accurately compared with the PL emissions from 

the n+-GaAs (n+-PL), where carrer recombination processes are fast and well-known. 

Comparing indirect-X PL and n+-PL dependence on parameters such as T, Plaser, and Vb 

can thus reveal unusual physical properties of the indirect-X. In addition, the linear 

dependence of the n+-PL on the excitation intensity (Plaser or Ilaser) is an excellent tool to 

evaluate the performance of the imaging or detecting system. 

The system performance is confirmed by the excellent linear dependence of the 

integrated n+-PL on the measured Plaser (blue line in Figure 5.9E). In contrast, the 

spatially integrated indirect-X PL ( , ( )PL S XI I y dy= ∫ ) grows sublinearly with Plaser (red 

circles in Figure 5.9E). After confirming the linearity of the power measurement and 

signal detection, we then normalized the T dependent IPL,S with respect to the Plaser value 

(i.e. IPL,S(T)/Plaser) (Figure 5.9C). Due to the sublinear growth of IPL,S with Plaser at low 

temperature, IPL,S(T)/Plaser actually decreases with increasing Plaser in general. As the 

excitation density increases, IPL,S(T) curves become progressively flatter, consistent with 

the results deduced from PL imaging (Figure 5.4C). To further characterize the T-

dependent indirect-X PL, IPL,S(T) was normalized by dividing IPL,S(T) by the integrated 

n+-PL (In-PL) in the same measurement. For low Plaser values, the ratio R≡IPL,S(T)/In-PL is 

almost independent of Plaser at T < 2 K; however, R drops faster with increasing T for 

lower Plaser. For Plaser = 1660 µW, R is almost independent of T. These results suggest 

that T-dependent PL intensities of indirect-Xs are affected by processes other than 

redistribution of optically active Xs as a thermal Boltzmann distribution. 
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The above analysis averages all indirect-Xs confined in the trap. We further single 

out the T-dependent peak X PL intensity (I0), which better represents the most dense part 

of the confined X systems. When T is lowered, I0(T) increases more or less exponentially 

for T > 5 K (as indicted by the linear slope on the linear-log scale plot) for all Plaser values 

studied, but the increasing rates are different (Figure 5.10). I0(T) deviates slightly from an 

exponential growth (saturates) with decreasing T near T ≈ 5 K. Measurements with sub-

Kelvin temperature are required to confirm this saturation of X PL intensity. With 

decreasing T, an increase in the fraction of optically active Xs (i.e. free Xs with K ≈ 0) 

could be offset by a decrease in the fraction of free Xs due to the localization or freeze-

out. This could be the cause of such a saturation of I0 for T < 5 K. 

 
Figure 5.9 Analysis of T-dependent spatially resolved PL spectra of the 
confined indirect-X systems. (A) X cloud radii, σPL,S, calculated from 
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IX(y). (B) Minimum indirect-X linewidths (Γmin) and direct-X linewidths. 
(C) Normalized spatially integrated indirect-X PL − IPL,S(T)/Plaser. (D) 
Normalized T-dependent IPL,S − IPL,S/(integrated n+-PL). 

 
Figure 5.10 Maximum peak indirect-X PL intensity of the confined X 
system versus T for Plaser as indicated. (A) linear-linear scales. (B) linear-
log scales. 

5.3.4 Comparison with remote homogeneous locations 
In the pervious section, we compared T-dependent indirect-X PL peaks and n+-PL 

emissions in the vicinity of the trap to examine the unique properties of the confined X 

cloud. In this section, we will compare the indirect-X PL peaks at the trap center with 

those from remote (supposedly normal) spots. 

Figure 5.11 shows typical indirect-X PL peak intensity (I0) and energy (E0) 

profiles taken at Plaser = 1.66 mW and T = 1.7K. We analyzed the characteristics of 

indirect-X PL as listed in Table 4.1 for each scanned spectrum in Y. Data points for |Y| < 

2.5 µm were then averaged to represent the ‘trap’ center (TC), whereas data points for 65 

µm < |Y| < 75 µm were averaged to represent remote spots (RS). Here we only discuss 

the T dependence of indirect-X PL peak energy (E0), average energy (EX) and linewidth 

(Γ). 

 89



 
Figure 5.11 The ‘trap’ center (TC) versus remote spots (RS) exciton PL 
peak intensity (I0) and energy (E0) profiles taken at Plaser = 1.66 mW and T 
= 1.7K. 

PL or absorption of X peaks in quantum wells are expected to red shift due to the 

thermal bandgap shrinkage. The GaAs band gap (Eg) shrinks by ~1meV (red shift, 

[148,51]) when T is increased from 2K to 20K. This shift was determined by measuring 

the T-dependent direct-X PL (uniform HeNe excitation, bias Vb = 0, Plaser = 200 µW), and 

was found to be less than 0.5 meV up to ~20 K (Figure 5.12C). However, we have shown 

in Sec. 4.4.5 that indirect-X PL peaks can undergo energy blue shifts with increasing T. 

Though the indirect-X PL from the confined small areas (‘trap’) can exhibit similar T-

dependent blue shift, the X PL energy shifts are more complicated. 

The extent of the indirect-X transport is on the order of 10-20 µm as seen from 

the spatially resolved PL spectra at a tightly focused laser spot (see for example Figure 

4.5). Therefore, it is unlikely that the indirect-X PL observed at RS are emissions of the 

Xs generated at TC. The unusual X energy shift (red shift for T < 5 K and blue shift for T 

> 5K) and narrowing of linewidth Γ suggest that indirect-Xs are formed at RS for T>5 K. 
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Figure 5.12 Temperature-dependent exciton peak energies (E0) and 
average energies (EX): the ‘Trap’ Center (TC) versus Remote Spots (RS). 

 
Figure 5.13 Temperature-dependent exciton PL linewidth (Γ) at remote 
spots.  
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5.4 Remote local excitation 
5.4.1 Photoluminescence imaging 

In the previous section, we described extensively the properties of an X cloud 

confined in a small area (‘trap’) under a uniform excitation, where photocarriers are 

generated almost across the whole (780 µm)2 area of the mesa. Confined X clouds were 

also formed even with a local excitation hundreds of micrometers away, suggesting 

macroscopic transport of carriers. To further understand the collection and formation 

mechanisms of these confined X systems, we performed µ-PL imaging, µ-PL 

spectroscopy and TRPL under a remote tight-focused (spot radius ~10 µm or less) CW 

HeNe or pulsed diode laser excitation. Here indirect-X PL emissions from ‘traps’ can be 

well separated from those from the excitation spot. 

The PL images in Figure 5.14 show evolution of indirect-X PL clouds versus 

Plaser at T = 1.7 K and Vb = -0.95 V (electric field ~23 kV/cm). A tightly focused (radius 

~6 µm) HeNe laser excited at a spot 100 µm and 400 µm away from Trap-A and Trap-B, 

respectively. At low Plaser,, a remarkable ~300 µm diameter modulated ring-like PL 

pattern appeared around Trap-B (Figure 5.15) despite the large distance between Trap-B 

and the excitation spot. Such symmetric PL rings cannot be attributed to pure carrier 

transport in the CQW plane. The clouds exhibit an annular shape with a central darker 

region for moderate and high Plaser. When Plaser is increased, the annular-shaped X PL 

cloud contracts until a small ~(10 µm)2 area is reached whereupon it expands as the 

power is further increased. This is consistent with the phase diagram reported in Sec. 

5.3.2 under a uniform excitation. 
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Figure 5.14 Indirect-X PL images under a remote local excitation for Plaser 
as indicated. The color map is normalized and on a log scale. A HeNe 
laser of a spot radius ~6 µm excited 400 µm away from Trap-B. The 
excitation spot is indicated by the white circle and was blocked when the 
image was taken to avoid saturating the CCD camera. 

 
Figure 5.15 False-color 3D PL images around Trap-B. A fragmented ring 
PL pattern of a diameter exceeding ~300 µm can be observed for Plaser < 6 
µW. 

We compared IPL from the cloud under uniform and remote (~100 µm away) 

localized HeNe excitation (Figure 5.16). Under uniform excitation, IPL varies 
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approximately linearly with Plaser at low density and sublinearly at high density; whereas 

under remote localized excitation (see inset X-cloud PL images), IPL first grows linearly 

and then exhibits a kink followed by a superlinear growth at Plaser ≈ 200 µW. These 

indicate that the formation of indirect-Xs whithin these confined areas are not simple 

collection of Xs photogenerated by laser excitation. 

 
Figure 5.16 Spatially integrated indirect-X PL (IPL) under uniform (black 
squares) and remote (~100 µm away) localized (red circles) HeNe 
excitation. The blue dash line is a guidance of linear dependence. The 
inset PL images are taken at Plaser = 15, 290, and 1100 µW. The color bar 
scale represents the estimated optically active X density for images scaled 
by ×1, ×5, and ×10, respectively. 

5.4.2 Photoluminescence spectroscopy 
Traps are electrically active as indicated by the Vb-dependent PL spectra shown in 

Figure 5.17A and B for Trap-A. The linear energy shift of well defined PL peaks seen for 
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-1 V < Vb < -0.5 V confirms the formation of well-defined indirect-Xs. This range of Vb 

varies slightly under different Plaser or for different traps. Only under these bias voltages, 

does the X cloud contract and expand as described previously. Moreover, the 

photocurrent depends on the distance of the excitation to the traps, implying formation of 

current filaments through trap sites (see Sec. 7.2.2). 

5.4.3 Time-resolved photoluminescence 
We also studied spatially- and time-resolved photoluminescence (TRPL) of these 

confined indirect-X systems under remote local pulsed laser excitation. The sample was 

excited by a pulsed laser diode with the following specifications: energy hν = 1.944 eV, 

repetition rate = 100 kHz, pulse duration ≈ 20 ns, and spot radius σr ≈ 7.5 µm. 

Figure 5.17C shows Vb-dependent indirect-X TRPL curves, which exhibit 

extremely long (µs) oscillatory decays. This long PL decay as compared to the ~10-ns to 

100-ns indirect-X lifetime implies a continuous formation of indirect-Xs through photo-

assisted transport across the structure. The oscillatory PL decay also suggests the buildup 

of space charges (cf Sec. 7.5.2). 

Figure 5.19 shows the TRPL versus ∆y, the distance between the excitation and 

Trap-A. The long PL decay component disappears as ∆y ≤ 50 µm, indicating a draining 

of photogenerated carriers. Rise times of TRPL correspond on average to ~104 cm/s 

carrier velocity, which deserves comment. If the indirect-Xs observed at Trap-A are due 

to a collection of Xs or photocarriers generated at the laser excitation spot, to reach Trap-

A ~100 µm or more away, these carriers have to travel more than 1 µs before 

recombinations. However, indirect-Xs and photocarriers typically have lifetimes on the 

order of 100 ns or less. Therefore, indirect-Xs observed near ‘traps’ are unlikely due to 
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direct collection of Xs or carriers photogenerated at the laser excitation spot. 

Photoinduced injection of both electrons and holes near these localities seems to be a 

more plausible scenario. 

 
Figure 5.17 (A) Two-dimensional color map of the Vb-dependent PL 
spectra measured for Trap-A. (B) Selected PL spectra for Vb as indicated. 
The arrows indicate the central wavelengths of the indirect-X PL detected 
by a micro-channel plate photomultiplier behind the exit slit (bandwidth 
~1.7 meV) of the spectrometer. (C) Vb-dependent indirect-X TRPL for X 
cloud near Trap-A. (Laser: ∆y ≈ 150 µm, pulse duration = 20 ns, repetition 
rate = 100 kHz and Plaser ≈ 24 µW). 

The indirect-X TRPL was also measured as a function of average laser excitation 

power (Plaser) (Figure 5.19) and temperature (T) (Figure 5.20). They both exhibited a 

nonexponential PL decay, which indicated that indirect-Xs within these confined small 

areas are the result of formation through complicate processes rather than simple 
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collection of preexisting photogenerated indirect-Xs. The TRPL described above were 

taken by spatially averaging all confined indirect-Xs near traps. The chaotic formation 

and radiative recombination of indirect-Xs in these confined areas are seen more clearly 

from the spatially resolved TRPL (Figure 5.21). 

 
Figure 5.18 TRPL of indirect-Xs from Trap-A versus ∆y at Vb = -0.95 V 
and T = 1.7 K. The inset shows ∆y-dependent PL rise times, 
corresponding on average to a ~104 cm/s carrier velocity. (Laser: pulse 
duration = 20 ns, repetition rate = 100 kHz and Plaser ≈ 24 µW). 

 
Figure 5.19 Plaser-dependent TRPL of indirect-Xs from Trap-A at Vb = -
0.95 V. (Laser: ∆y ≈ 150 µm, pulse duration = 20 ns, and repetition rate = 
100 kHz). 
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Figure 5.20 T-dependent TRPL of indirect-Xs from Trap-A at Vb = -0.5, 
+0.5 and -0.95 V. (Laser: ∆y ≈ 150 µm, pulse duration = 20 ns, repetition 
rate = 100 kHz, and Plaser ≈ 24 µW). 

 
Figure 5.21 Spatially-resolved TRPL of indirect-Xs from Trap-A at Vb = -
0.95 V at T = 1.7 K. r is the distance from Trap-A center. (Laser: ∆y ≈ 150 
µm, pulse duration = 20 ns, repetition rate = 100 kHz, and Plaser ≈ 24 µW). 
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5.5 Conclusion 
In this chapter, we have described the formation and phase diagram of degenerate 

X systems in quasi–2D confined small areas (‘traps’). For the phase diagram, the 

thermodynamic quantities are the spatial and energy distributions (including emission 

energies and linewidths) of the optically active indirect Xs, measured with diffraction 

limited resolution by PL as a function of temperature (T) and laser excitation (Plaser). The 

phase diagram displays distinct regimes with one, in particular, that corresponds to the 

concentration of tens of thousands Xs in small areas (~10 µm)2, at low temperature and 

moderate excitation. Further investigations are required to search for collective quantum 

effects in these cold X systems. Spatially- and time-resolved PL (TRPL) spectroscopy 

were used to study the formation mechanisms of these X systems. TRPL exhibited 

extremely long (µs) oscillatory decays. These results imply that the indirect-Xs clouds are 

not collection of preexisting photogenerated Xs or carriers, but are formed in the 

immediate vicinity of traps through photoassisted carrier capture and injection across the 

n+-i-n+ structure, and a buildup of space charges. These formation mechanisms will be 

detailed further in Sec. 7.3. 
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Chapter 6 Other phenomena 

6.1 Introduction 
We have conducted measurements by exploring various parameters to study the 

properties of the coupled quantum well (CQW) samples. Table 6.1 lists the measurements 

and parameters of the experimental systems. Exploring the phase space with various 

parameters, we have found that the CQW studied exhibited many unusual phenomena. 

Some unusual properties of the CQW sample in general have been described in Chapter 

4. Properties and extensive phase diagrams of the confined excitons were also in Chapter 

5. There are many other interesting physical phenomena observed in the system, which 

will not be covered in detail in this dissertation. For completeness, we will briefly review 

some other interesting physical phenomena in the studied CQW sample. 

Table 6.1 List of measurements and experimental parameters. 

Measurements Parameters/Variables 
T Temperature 
Plaser Average laser power 
Vb (F) Bias voltages (electric fields) 
B Magnetic fields 
t Time 
CW excitation & 
Pulsed excitation 

(i)  Energy (hν) 
(ii) Spot size (uniform or local) 

PL spectroscopy 
 
Spatially resolved PL (SRPL) spectroscopy 
 
Time resolved PL (TRPL) spectroscopy 
 
PL imaging (or PL tomography) 
 
Photocurrent (steady and transient photocurrent) 

Pulsed excitation 
only 

(i)   Pulse amplitude 
(ii)  Pulse width/duration 
(iii) Repetition rate 
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6.2 Ring-pattern photoluminescence 

6.2.1 µ-PL imaging and µ-PL spectroscopy 

Under local HeNe laser excitation, PL can be observed up to more than 300 µm 

away in the form of a fragmented ring (necklace-like) (Figure 6.1). Between the PL ring 

and the excitation spot, there is an extended dark annular region, whose size grows with 

increasing Plaser but decreases with increasing |Vb|. PL rings were observed on various 

mesas and different samples processed from the same wafer. However, they appeared 

only for a certain range of P  laser and Vb, typically near the negative differential region 

(NDR) shown in photocurrent-voltage characteristics (see Sec. 7.2.2). 

Note that the PL images and spectra shown in this section (Sec. 6.2) were taken 

on a mesa having an open area ~(500 µm)2 but on a different diced sample from that was 

used previously. The measurements were performed in a magnetic cryostat with a 

microscope objective installed. The system spatial resolution was ~4 µm. 

 
Figure 6.1 A fragmented PL ring pattern shown by a PL image measured 
at T = 1.7K, Plaser = 390 µW, and Vb = -1.20 V. A 10-nm bandpass filter 
was used to select the indirect-X PL emissions. The central bright zone of 
the CCD image was saturated due to the strong PL emissions including the 
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leakage PL from the n+-GaAs at the excitation spot. (View area ~240 
µm×240 µm) 

To better understand the energy distribution of the indirect-Xs, we measured 

spatially-resolved PL spectra as a function of Plaser by scanning a pinhole in the first 

confocal image plane. Figure 6.2 shows the PL spectra as a function of the distance from 

the excitation center (Y) at Vb = -1.22 V, Plaser = 390 µW and T = 1.8 K. 

At low Plaser, indirect-X PL distribution follows approximately the laser excitation 

(Figure 6.3A); whereas at high Plaser, distant ring-pattern PL emerges at increasing radii 

with increasing Plaser. The spatial distribution of the indirect-X PL intensity exhibits an 

annular-shaped profile with a dip at the excitation center; however, the X energy 

decreased monotonically (Figure 6.3A and B). This indicates that the Xs at the excitation 

center are not optically active, which is likely due to heating of hot photogenerated 

carriers. The external fragmented PL ring patterns exhibit high contrast only for T less 

than about 5 K [46,181]. The occurrence of these distant PL ring patterns depends on 

many parameters such as the laser excitation energy (hν), intensity (Plaser), spot size, 

pulsed or CW mode, bias voltage (Vb) and magnetic field (B). For some conditions, a 

double-ring PL pattern can appear and the ‘dark’ region is not completely dark. Detailed 

study of these PL rings is beyond the scope of this dissertation. 
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Figure 6.2 Spatially resolved PL spectra at Vb = -1.22 V, Plaser ≈ 390 µW 
(HeNe) and T = 1.8 K. The color map is in log scale. PL lines ~1.57 eV 
are the direct-Xs, while the broad emissions below ~1.535 eV are from the 
n+-GaAs layers. PL lines between about 1.548 eV to 1.545 eV are indirect-
Xs. Indirect-X PL reappeared at more than 75 µm away from the laser 
excitation center. Data were taken on a mesa of an area ~(500 µm)2. 

 
Figure 6.3 Plaser-dependent indirect-X PL versus Y, the distance to the 
center of the laser excitation. (A) Peak intensity (I0). (B) Average energy 
(EX). Experimental parameters are Vb = -1.22 V, T = 1.8 K, and Plaser = 6, 
33, 95, 220, 290, 390, 530, and 780 µW, respectively. Black line in (A) is 
the intensity profile of the laser excitation spot determined from the n+-
GaAs PL emissions. The laser spot radius σr ≈ 21 µm. 

 103



6.2.2 Time-resolved photoluminescence 
To understand the formation mechanism of these PL ring patterns, we measured 

time-resolved PL of the indirect-Xs from these distant ring patterns. The measurements 

shown below were conducted on a mesa of an area ~(800 µm)2 at Vb = -1.13 V and T = 

1.7 K using the Janis cryostat (see Sec. 3.3.1 setup). The indirect-X PL peak intensity 

profile deduced from the spatially resolved time-integrated PL spectra is shown in Figure 

6.4A.  The ‘dark’ region is not as clear as that seen in Figure 6.3. This may be due to a 

different excitation (lower energy, pulsed, and a tight-focused spot [radius σr ≈ 7.5 µm as 

compared to σr ≈ 21 µm used for Figure 6.3] ). TRPL curves were measured at the rings 

(Y = ±60 µm) and excitation (Y = -10 µm), where Y is the distance from the laser 

excitation center. Indirect-X PL exhibits a fast decay ~50 ns followed by a rise of about 

300-500 ns after switch-off of the pulsed excitation (Figure 6.4B). The photocurrent 

transient shows a similar rise of photocurrent (see Sec. 7.2.3 below). In addition, we have 

mentioned previously that ring-pattern PL emissions are observed for a Vb near the 

appearance of NDR in the I-V curve at the same time. These suggest that formation of 

indirect-X near PL rings is related to cross-well carrier transport. However, further 

experiments are necessary to establish a clear correlation between the PL rings (around 

the excitation spot, traps, and local spots) and the cross-well carrier transport induced by 

photoexcitation. 

Finally , we note that some models based on the carrier imbalance mechanism and 

carrier diffusion in the QW plane were proposed [182,181] to explain the formation of 

ring-pattern PL emissions. Based on the TRPL measurements, the in-plane carrier 

transport alone is unlikely to account for the formation of these PL rings. 
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Figure 6.4 (A) Indirect-X PL peak intensity profile under a pulsed diode laser 
excitation. (B) Time-resolved PL of indirect-Xs: Excitation (Y= -10 µm) versus 
PL rings (Y = ±60 µm). (Pulsed laser excitation: hν = 1.844 eV, pulse duration = 
20 ns, repetition rate = 1 MHz and average Plaser ≈ 186 µW). 

6.3 Local photoluminescence centers 
In Chapter 5, we have described extensively the indirect-X systems formed in 

confined small areas. These confined X cloud were observed only for certain Vb’s as we 

have discussed (See Sec. 5.4.3 and Figure 5.17). Most of the results reported in Chapter 5 

were obtained for Vb = -0.95 V, corresponding to ~23kV/cm electric field across the 

CQW active region. When the negative Vb was decreased further to less than about -1.0 

V, many local PL centers began to emerge as shown in Figure 6.5. The PL images shown 

here were taken with a long-pass filter allowing high transmission for photons of 

wavelengths λ > 715 nm. This allowed equal transmission of PL emissions from the 

indirect-Xs and n+-GaAs layers for any Vb. These local PL centers exhibit some 

characteristics similar to those strongly confined X systems (‘traps’). The formation and 

collection of indirect-Xs near ‘traps’ and local PL centers are likely caused by similar 

mechanisms, which we will address in detail in Chapter 7. However, we will not detail 

the properties of local PL centers. 
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Figure 6.5 Vb-dependent PL (Xs and n+-GaAs) images at T = 1.7 K and 
Plaser = 6440 µW under a uniform HeNe excitation. Traps and local PL 
centers appeart only for certain range of Vb, where photocurrent is usually 
significant. (View area: 870 µm×870 µm) 
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Chapter 7 Formation mechanisms  

7.1 Introduction 
For localized excitation, photoluminescence (PL) was observed not only from the 

laser spot, but also far from it (i.e., from PL rings, local PL centers and ‘traps’). We refer 

to these unusual PL emissions as “distant PL” (DPL) for brevity. DPL emissions have 

narrow peaks (linewidth Γ ≈ 2 meV or less) and shift with applied bias voltage (Vb), 

which confirm that they are radiative annihilation of spatially indirect excitons (indirect-

Xs). 

In this chapter, we will summarize the electrical properties of the CQW sample 

and compare them with the electric field dependent PL spectra. These results suggest that 

indirect-Xs giving rise to DPL emissions are formed through photo-induced carrier 

injection, trapping, transport and space charge buildup. We will also summarize the 

formation mechanisms of DPL and possible modeling. 

7.2 General photocurrent characteristics 
7.2.1 Introduction 

The system under study is coupled quantum wells (CQW) in an electric field 

perpendicular to the layers. The undoped GaAs CQW together with AlGaAs barrier 

layers are embedded in an n -i-n+ + structure. The electric field across the intrinsic region 

is tuned by varying Vb. Ideally, the quantum wells are depleted in the dark, and the carrier 

density and distribution can be controlled by optical excitation at a suitable wavelength. 
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However, the leakage current is usually significantly higher in a biased n-i-n structure 

than that in a reversed-biased p-i-n structure. Therefore, the electrical properties of the 

CQW sample should be measured to distinguish the effects of cross-well carrier transport 

and the physics of in-plane photogenerated Xs. 

7.2.2 Stationary photocurrent measurement 

7.2.2.1 Dark current 

The low-temperature dark current (Idark) of a mesa of ~(800 µm)2 area for Vb > -

0.9 V is typically less than 100 pA (Figure 7.1). Though the CQW sample has a designed 

overall n-i-n symmetric structure, Idark is asymmetric and increases significantly (similar 

to junction breakdown) for Vb < -0.9 V. All mesas of the CQW sample have a 

qualitatively similar Vb dependence (not shown). For all mesas, |Idark| increases sharply 

for Vb less than about -1 V; while for some mesas a sharp increase of |Idark| is also 

observed for Vb higher than about +1V. The non-zero asymmetric Idark-V curves indicate 

that the grown CQW sample has an intrinsic asymmetric band structure in the growth 

direction (z-direction). 
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Figure 7.1 Current-voltage characteristics in the dark for a ~(800 µm)2

 
mesa. 
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7.2.2.2 Photocurrent-voltage characteristics 
The photocurrent-voltage (I-V) characteristics of the CQW sample were measured 

under a uniform or local tight-focused laser excitation as a function of the laser excitation 

power, Plaser. Figure 7.2 shows the low-temperature (T = 1.7K) I-V curves measured 

under tightly-focused HeNe excitation at the center of the ~(800 µm)2 mesa that has been 

studied in this dissertation. These asymmetric I-V curves demonstrate that the devices 

behave like a p-n junction, although it was designed to be a overall symmetric n -i-n+ + 

structure. Moreover, as pointed out previously, the I-V curves exhibit negative 

differential resistance (NDR) regions around Vb = -1V, indicative of carrier 

tunneling/transport across the CQW structure. The fragmented PL ring patterns appeared 

near the NDR region, which indicated that the appearance of the PL rings might be 

closely related to the cross-well carrier tunneling/transport. 

  
Figure 7.2 Photocurrent-voltage (I-V) characteristics under a local HeNe 
excitation at T = 1.7 K for Plaser as indicated. (laser spot radius σr ≈ 6 µm) 
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7.2.2.3 Photovoltaic effects 
The asymmetry of the grown CQW structure is also revealed from the weak 

photovoltaic effects observed. Figure 7.3 is a magnified view of the I-V curves around 

the origin, which shows non-zero short-circuit (i.e. Vb = 0) photocurrent (ISC) flowing 

from the grounded bottom contact to the top contact (see Figure 3.1 for electrical 

connections). ISC increases linearly with Plaser ( Figure 7.4: ISC ∝ (Plaser)0.96~Plaser), which 

is a typical characteristic of a junction solar cell [183]. The saturation at high Plaser is 

attributed to the reduction of photogenerated carriers caused by absorption saturation. 

 
Figure 7.3 Zoom-in view near the origin of the photocurrent-voltage 
characteristics shown in Figure 7.2. The arrows point to the short-circuit 
current (Isc) and open-circuit voltage (Voc). 

The weak photovoltaic effects indicate a built-in internal electric field when 

excited by a HeNe laser. This suggests an overall asymmetric band structure or doping in 

the z-direction, although the asymmetry is weak. One possible cause is an average lighter 

doping concentration in the top n+-GaAs layer (hence p-like with respect to the bottom 
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layer), which results in a weaker bandgap narrowing. However, this asymmetric band 

structure can only explain the current-voltage characteristics for Vb ≈ 0. The overall 

photocurrent-voltage characteristics actually suggest opposite asymmetric band structure 

with a p-like bottom layer. The photogenerated carriers clearly affect the band structure 

of the CQW sample. 

 
Figure 7.4 Plaser-dependent short-circuit current (ISC) measured at T = 1.7K 
with a tight-focused HeNe laser spot (radius σr~6 µm) exciting halfway 
between Trap-A and Trap-B. The dash line is the linear fit with data points 
between (a) and (b), which gives ISC ∝ (Plaser)0.96~Plaser. 

7.2.2.4 Responsivity and photocurrent gain 

Following the convention used for photodetectors, we define responsivity (ℜ) as  

 (= pc

laser

I
)/A W

P
ℜ . (7.1) 

Here Ipc is the net photocurrent, which was determined by subtracting the dark current 

(Figure 7.1) from the previously measured photocurrent (Figure 7.2). Figure 7.5 shows 

the responsivity (ℜ) versus Plaser and Vb. 
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Figure 7.5 Responsivity (ℜ) versus Plaser and Vb at T = 1.7K. A HeNe laser 
beam was tightly focused (spot radius σ ≈ 6 µm) on the center of the 
~(800 µm)2 mesa. (A) ℜ(Vb) for Plaser = 0.1 µW to 8200 µW. (B) ℜ(Plaser) 
for Vb = -1.5, -1.0, -0.5, and +1.5 V. 

Because the CQW sample was designed to have an overall n-i-n symmetric 

structure, the photocurrent responsivity is expected to exhibit similar to a reverse-biased 

p-i-n photodiode if leakage currents are negligible. This is the case for Vb > -0.3 V, where 

the dark current is below 10-10 A (Figure 7.5). For –0.3 V < Vb < 1.5 V, ℜ is generally 

less than 0.01 and almost independent of Plaser (Figure 7.5A). However, for Vb < -0.5, ℜ 

increases with decreasing Plaser and can exceed a value of 10. This is significantly higher 

than the typical responsivity of a p-i-n photodiode, which has ~0.2 maximal responsivity 

for high-sensitivity ones. 

Figure 7.5B shows the responsivity ℜ as a function of Plaser. ℜ is independent of 

Plaser for Vb > -0.3 V as examplified by the ℜ(Plaser) curve at Vb = +1.5 V (blue triangles). 

Responsivity ℜ increases non-linearly with descreasing Plase for negative V  < -0.5Vb : the 

leakage current is also significant, even in the dark. The nonlinear Plaser-dependent 

responsivity and high responsivity values for Vb < -0.5 and low Plaser indicate that the 

photocarriers generated by the incident laser may not be the only source of the 
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photocurrent. To better understand the cause of such high and nonlinear responsivity, we 

consider the photocurrent gain of the CQW sample. 

The photocurrent gain (ΓG) is related to the photocurrent (Ipc) and generation rate 

of the photocarriers (G) by 

 pc GI q G= Γ . (7.2) 

G is given by  

 
( ) ( )1 1

(#/ sec)
L

laser
i

R P e
G

h

α

η
ν

−− −
= , (7.3) 

where ηi (≈100% for high quality samples) is the internal quantum efficiency, R the 

surface reflectance, α the absorption coefficient, L the thickness of the absorption region, 

and hν the incident laser energy. 

The gain (ΓG) is thus associated with the responsivity (ℜ) by 

 
( )( )1 1 L

G i

q R e
h

α

η
ν

−− −
ℜ = Γ × × . (7.4) 

The generation of photocarriers can be followed by one of the two processes: (a) 

successive re-injection of the faster carrier (see below), or (b) loss by recombination. In 

general, ΓG < 1 if carriers recombine before being swept out, and ΓG > 1 if re-injection 

can occur. For an ideal n-i-n structure, all photogenerated carriers are swept out without 

replenishment by re-injection or recombination loss; therefore, the value of ΓG is 

expected to be close to 1 if all photogenerated carriers contribute to the photocurrent. 

This is of course not the case for a CQW sample due to the recombination loss 

(photoluminescence), which reduces the value of ΓG. Nevertheless, ΓG = 1 should be the 

upper bound if re-injection is negligible. 
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For a HeNe laser (hν = 1.959 eV) incident normally on the GaAs surface of the 

CQW sample, the transmittance T = (1- R) ≈ 0.65. Assuming ΓG = 1, ηi=100%, and αL = 

∞ (i.e. all incident photons are absorbed by the sample and converted into the 

photocurrent), we obtain ℜ = 0.33 (≡ℜmax), which is an absolute maximum responsivity 

value unless re-injection occurs. The responsivity clearly can exceed ℜmax, which 

confirms the occurrence of carrier re-injection for Vb about less than -0.5 V under a 

HeNe laser excitation. 

We now turn our attention to the possible causes of carrier re-injection. 

The optical energy absorbed by the CQW device can be converted to electrical 

energy, which is usually manifest as a photocurrent flowing through the QW structure 

and the external circuit. The process usually involves several steps [183]: (i) Absorption 

of optical energy and generation of carriers, (ii) recombination of some of the 

photogenerated electron-hole pairs, (iii) transportation of the electrons and/or holes 

across the barriers in opposite directions through tunneling, thermionic emission, or 

direct sweep-out, and finally (iv) carrier collection or re-injection to generate a 

photocurrent flowing through the external circuitry. 

Optical absorption in the depletion region of a semiconductor diode generates 

extra pairs of electrons and holes. These photogenerated carriers are swept out by the 

electric field, giving rise to a reverse current of one electron (or forward current of one 

hole) for every generated electron-hole pairs. It is noteworthy that the electron going in 

one direction and the hole going in the other are in the end the same current: only one 

particle passes any given point, so only one electronic charge travels around the circuit, 

not two. The resultant photocurrent will persist until both carriers are collected at the 
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electrodes, or until they recombine (radiatively or nonradiatively20) in the structure before 

reaching the contact electrodes. The time for detection of the photocurrent is limited by 

the transit time of the faster carrier (usually the electrons) between the electrodes. 

Electrons travel close to their saturated drift velocity (~107 cm/sec in GaAs or AlGaAs) 

[51] under a ~25 kV/cm electric field, which is a typical field across the active region of 

the CQW sample studied. Thus, the time taken to sweep the carriers out under such a 

strong field is usually quite short (~10 ps for one µm). However, the continued 

persistence of the slower holes (or trapped carriers) will draw more electrons (or 

opposite-type carriers) to maintain charge neutrality. This gives rise to a photocurrent 

gain, ΓG, which can be approximated by  

 m
G

tr

τ
τ

Γ ≈  (7.5) 

where τm is the carrier (the minority carrier) life time, and τtr is the transit time of the fast 

electrons [183]. In order to calculate the photocurrent caused by absorption of light, we 

clearly have to find out how long the excess carriers exist between the electrodes before 

they are swept out or recombine, and consider the carrier injection through the contacts. 

After understanding possible sources of photocurrent gain, we now examine the 

nonlinear Plase-dependent photocurrent gain. Figure 7.5B shows that the responsivity (ℜ) 

decreases with increasing Plase for Vb less than about -0.5 V. This could be qualitatively 

explained by a longer transit time (τtr) due to the decrease of the cross-well electric field 

caused by screening of photogenerated carriers or space charges. However, the carrier 

lifetime (τm) can be affected by the electric fields and the space charges can cause 
                                                 
 
20 The losses in active regions can occur due to free-carrier absorption, scattering at defects and other 
nonradiative transitions. 
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nonlinear carrier transit across the CQW structure. These make quantitative analysis quite 

difficult at the current stage. Nevertheless, we found that the ‘intrinsic’ region of the 

CQW sample was not defect-free and might be photoconductive under HeNe laser 

excitation. 

In the next section, we will describe the transient photocurrent response, which 

will provide stronger evidence for charge trapping, space-charge build-up, and persistent 

photoconductivity. 

7.2.3 Transient photocurrent 
We have described the asymmetric stationary I-V characteristics in Sec. 7.2.2. We 

measured the low-temperature (T = 1.7K) transient photocurrents (TPC) due to a remote 

localized (radius σr ≈ 8 µm) 10-20 ns pulsed excitation of energy hν = 1.944 eV, which is 

above the bandgap of AlGaAs barriers. Figure 7.6 shows selected TPC measured at bias 

Vb = -1 V and +1 V, which represent qualitatively the TPC for positive and negative V ’sb . 

Pulsed laser excitation of ~10-ns duration was halfway between Trap-A and Trap-B, 

which is close to the center of the ~(800µm)2 mesa. 
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Figure 7.6 Transient photocurrent (TPC) at Vb = -1 and +1 V. (Laser diode 
excitation: spot radius σ ≈ 8 µm, hν = 1.944 eV, repetition rate = 100 kHz, 
pulse duration ~10ns, and average Plaser ≈ 10 µW [I  laser ≈ 2.5 W/cm-2]). 

For Vb = +1 V, the TPC response consists only of a 0.1-µs to 0.2-µs pulse; 

whereas for Vb = -1 V, the fast TPC response is followed by a long-decay component that 

can last up to about 10 µs (not shown). The long-decay photocurrent is likely associated 

with a persistent photoconductivity (PPC).  

The conclusions of this observation are as follows:  

(i) The initial transient PC pulse lasts much longer than the pulsed excitation. 

(ii) For Vb < 0 V, after the initial transient PC pulse there is a very long lived 

persistent photoconductivity. 

These observations suggest that the initial PC pulse is due to the high energy 

photocarriers that transit the device; whereas the long lived PPC is related to some 

defects or trapping of charged carriers. 
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If the photocarriers were just swept through the CQW/Barriers structure by the 

strong (~23 kV/cm) applied field, the rise and fall of the TPC should be on the order of 

nanoseconds or less. The slow fall time (~100 ns) implies a long carrier transit time, 

which can be caused by multiple scatterings of the hot carrier or trapping of 

photogenerated carriers. The long decay PPC component is unlikely to be caused by 

similar stronger carrier trapping and space-charge build-up mechanisms. One natural 

interpretation is that photocarriers are trapped by defects in the AlGaAs layers and then 

released gradually with a long time constant. However, this is not the only possibility. 
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Figure 7.7 Transient photocurrent (TPC) measured with different pulse 
durations. (Laser diode excitation: spot radius σ ≈ 8 µm, hν = 1.944 eV, 
repetition rate = 100 kHz, and average Plaser ≈ 10 µW [I  laser ≈ 2.5 W/cm-

2]). 

Figure 7.7 shows the PC response for excitation with 10-ns and 20-ns laser pulses 

and for Vb = -0.4V (black curves) and Vb = -0.6V (red curves). The number of photon per 

pulses for the 20-ns case is about twice that for the 10-ns one. 
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The initial transient PC pulses scale with the number of photons per pulse; 

whereas the PPC depends mainly on Vb. This implies that the PPC is not only due to the 

trapping and de-trapping of photocarriers. We thus measured the time-resolved 

photocurrent-voltage characteristics (I-V curves) of the device to examine other 

possibilities. 
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Figure 7.8 Time-resolved I-V characteristics at time delays ∆t = 200, 400, 
500, and 750 ns, respectively. (Laser diode excitation: spot radius σ ≈ 8 
µm, hν = 1.944 eV, pulse duration ≈ 10 ns, repetition rate = 100 kHz, and 
average Plaser ≈ 10 µW [I  laser ≈ 2.5 W/cm-2]) 

Figure 7.8 shows the instantaneous amplitude of the TPC response in the PPC 

regime at ∆t = 200, 400, 500 and 750 ns after the initial pulse as a function of Vb. PPC 

was observed for all accessible Vb < 0 and for Vb = 0 to about +0.5 V. The I-V curve at ∆t 

= 200 ns (black squares) exhibits an increase at Vb ≈ -1 V (marked by the red circle in 

Figure 7.8). 

We note two important points: (i) this increase of PC occurs exactly where the NDR is 

observed, (ii) it is delayed by ~ 200 ns and lasts approximately ~200 ns (Figure 7.6). We 
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thus conclude that (i) the PPC cannot be explained simply by trapping and de-trapping, 

and (ii) the NDR is associated with additional carriers flowing through the device with a 

time of flight ~200 ns. 
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Figure 7.9 Transient photocurrent versus the laser repetition rate. (Laser 
diode excitation: spot radius σr ≈ 8 µm, hν = 1.944 eV) 

The PPC decay rate was determined by measuring the transient photocurrent 

amplitude at a fixed time delay ∆t = 500 ns following the pulse excitation (where the PPC 

dominates) as a function of the pulse repetition rate. The black squares in Figure 7.9 

indicate the photocurrent response versus the laser repetition rate. It falls sharply for 

repetition rates smaller than about 10 to 100 kHz, which indicates a PPC decay time on 

the order of 10-100 µs. In Figure 7.9, the solid red circles are the measured average laser 

power Plaser, and the blue dashed line is a linear fit. This excellent linear Plaser dependence 

confirms that the sharp fall of photocurrent response is due to the increase of the time 

spacing between consecutive pulses, not a variation in Plaser. 
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We have observed an unusual long decay time (τm) of photogenerated carrier and 

persistent photoconductivity in the CQW sample studied. These results agree with the 

gain observed from stationary photocurrent measurements. Because current gain ΓG ≈ 

τm/τtr, a long carrier lifetime (τm) will cause a current gain due to carrier re-injection. The 

measured photocurrents are thus composed of not only photogenerated carriers but also 

injected carriers. 

These can also be understood from another perspective. DX (deep-level complex) 

centers in doped AlGaAs [184-186] have been known to give rise to persistent 

photoconductivity [187-189]. The AlGaAs barrier layers of the CQW sample were 

designed as undoped layers, thus it remains unclear if the photoconductivity is related to 

DX centers. A more thorough set of T-dependent current transient measurements 

[190,191] is necessary to verify and clarify deep levels in AlGaAs. However, the PPC 

can be understood from a simple intuitive phenomenological model based on dielectric 

relaxation. The mesa studied has an area A ≈ (1050 µm×920 µm), and the thickness 

between the heavily doped n+-GaAs metallic contacts W is about 0.66 µm. This gives a 

plate capacitance 160AC
W

pFε
= ≈  (the low-temperature dielectric constant ε = 12.4 ε0). 

The differential resistance (Rdiff) can be determined from the measured I-V curves, which 

is about 104 to 105 Ω for Vb ≈ -1 V. D diffR Cτ = ×  is the dielectric relaxation time along 

the z-direction. τD is thus about 1.6 µs to 16 µs, which is close to the decay time of the 

observed PPC. Such dielectric relaxation is one signature of presence of space charges 

[192,193]. 
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7.3 Confined exciton systems 
7.3.1 Electrical properties 

We have described the photocurrent-voltage (I-V) characteristics of the CQW 

sample under a uniform or local laser excitation. To study the spatial opto-electrical 

properties of the sample, the photocurrent (Ipc) was measured by scanning a tightly 

focused HeNe laser excitation spot (~15 µm in diameter) across the mesa. These 

experiments reveal the electrical activity of ‘traps’, where dense indirect-Xs were formed 

in confine small areas (see Chapter 5). 

Figure 7.10 shows the Ipc measured at Vb = -0.95 V by scanning the HeNe laser 

spot across the Trap-A (see Figure 5.1 for the image of the mesa) over a ~600 µm 

distance. Ipc depends strongly on the excitation location of the laser spot and increases 

sharply when the laser spot was moved close to Trap-A. However, IPC decreases when the 

excitation spot is moved closer to Trap-B (not shown). We examined various mesas with 

similar traps, and found that Ipc exhibits a spatial dependence and usually increases when 

the excitation is moved closer to traps, indicating that the ‘traps’ are indeed electrically 

active. Current filaments and injection or trapping of carriers (electrons or holes) could 

occur at these localities. 

I-V characteristics were also measured with laser excitation at different locations 

(Figure 7.11). When the laser excitation spot was moved closer to a ‘trap’ site, a higher 

Plaser was necessary to observe the NDR described previously (Sec. 7.2.2). It is also 

noteworthy that PL emissions from other locations of the mesa disappeared when the 

excitation spot was on such an active ‘trap’ (Trap-A or Trap-B on this mesa). 
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Figure 7.10 Photocurrent versus laser excitation locations. (T = 1.7K, Vb = 
-0.95V, HeNe excitation spot diameter ~15 µm and Plaser = 0.35 mW). 
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Figure 7.11 Photocurrent-voltage characteristics under a local HeNe 
excitation near the ‘traps’. (spot diameter ~15 µm, and Plaser ≈ 0.4 mW). 
The inset is the zoom-in view near the origin. 
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7.3.2 Optical properties 

7.3.2.1 Zero-field measurement 
We have described the photoluminescence properties of indirect-X systems in 

confined small areas in Chapter 5. To better understand the X collection mechanisms in 

these ‘traps’, we first characterized the sample under zero applied electric fields (Figure 

7.12), where direct-X PL dominates and the localized indirect-X cloud disappears. QW 

structures grown by the molecular beam epitaxy have typical thickness fluctuations on 

the order of one monolayer, corresponding to about a 0.5-meV energy variation for our 8-

nm QWs.21 The direct-X PL peak has a constant energy across the trap within our ~0.1-

meV resolution; therefore, QW thickness fluctuation is unlikely to be the main cause of 

collection. A weak photocurrent is also observed, and at the trap center, a broad 

(linewidth Γ ≈ 10 meV) low intensity emission at ~1.565eV is seen. This signals the 

presence of local inhomogeneous fields and/or current flows. Using the PL from the 

heavily doped n+-GaAs layer, we determine that the Fermi level lowered by ~1meV at 

the trap center. This indicated a lower local electron concentration which may be related 

to a variation in doping/vacancies or a photogenerated carrier drain. 

                                                 
 
21 The energy states in CQW were calculated with 1D Poisson - a freeware program written by Gregory 
Snider for calculating energy band diagrams for semiconductor structures. The program can be downloaded 
from http://www.nd.edu/~gsnider/. 
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Figure 7.12 Spatially-resolved PL spectra taken at Vb = 0 for Y = 0 and 40 
µm, where Y is the distance from the center of Trap-A. 

7.3.2.2 Electric field dependence 
In Sec. 7.2.2, we showed that the photocurrent depended upon the distance 

between the excitation spot and traps, which implies formation of current filaments 

through trap sites. The traps’ electrical activity was confirmed by the electric field 

dependent PL shown in Figure 5.17A and B for Trap-A. The linear energy shift of well 

defined PL peaks seen for -1 V < Vb < -0.5 V confirms the formation of well-defined 

indirect-Xs. This range of Vb varies slightly under different Plaser or for different traps. 

Only under these bias voltages does the X cloud contract and expand as described 

previously. 

7.3.2.3 Excitation energy dependence 
In the experiments presented thus far e-h pairs are photogenerated uniformly over 

a large area by a HeNe laser at hν = 1.96 eV, ~20 meV above the Al0.33Ga0.67As barrier 

bandgap (Egb) [51]. The effects reported in this chapter are readily observed for excitation 

energy hν between Egb and Eub ≈ 2.34 eV. Importantly, they disappear abruptly as hν is 
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tuned below Egb or above Eub, even though the excitation is adjusted to create 

approximately the same density of e-h pairs in the CQW. This indicates the vital role of 

(i) the photocarriers generated in the AlGaAs barriers layers, and (ii) the difference in 

carrier capture by and escape from GaAs QWs. 

7.4 Photocurrents versus photoluminescence 
7.4.1 General spatially indirect exciton systems 

In Sec. 7.2, we have shown that the I-V chacteristics of the CQW sample deviated 

from those of an ideal n -i-n+ + structure because of (i) significant leakage photocurrents 

for Vb < -0.5 V (more than 1000 time than that at Vb = 0), (ii) photovoltaic effects, and 

(iii) photocurrent gains caused possibly by long-lifetime minority carriers or charges 

trapped in the ‘intrinsic’ region. 

Here, imposing the law of energy conservation, we will show that the number of 

emitted indirect-X PL photons in this CQW sample can exceed the number of photons 

absorbed in two GaAs QWs. For these conditions, distant photoluminescence (DPL) 

emissions were clearly observed. This implies that a significant fraction of the DPL 

emission is due to carriers injected into the CQW. 

The optical energy absorbed by the CQW sample dissipate through the following 

channels: (i) Photoluminescence − including the radiative recombination of Xs in QWs, 

carriers in n+-GaAs, recombination centers if any, and possible recombination of carriers 

in AlGaAs barrier layers under an excitation energy above its bandgap. (ii) Photocurrent 

− including carrier diffusion and drift (sweep-out) in the presence of a cross-well electric 

field. (iii) Nonradiative recombination − including, for example, trapping of space 

charges, recombination centers, or Auger processes. For the latter energy could dissipate 
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via phonons (i.e. heating), and build-up of space charges can in turn affect the measured 

current as discussed in Sec. 7.2.2.4. 

For channel (i)-photoluminescence, we monitored X PL, n+-GaAs PL, and 

checked possible PL from AlGaAs or other defect radiative recombination centers. For 

channel (ii)-photocurrent, which is related to cross-well carrier transport, we considered 

the following cross-well carrier transport mechanisms [194-198]: (1) Direct tunneling 

from the lowest quantum state, (2) thermally assisted tunneling by thermal excitation 

from the first to a higher level followed by tunneling out of the well, (3) thermionic 

emission directly over the potential barrier, (4) trapping, and (5) drift (or sweep-out). For 

channel (iii)-nonradiative recombination, we neglected the Auger processes or heating 

effects. 

First, we studied cases for Vb = 0 and -0.95 V under a uniform HeNe excitation at 

T = 1.7 K. Figure 7.13 shows a comparison of the number of carriers deduced from the 

measured photocurrents with the estimated X photons emitted as a function of Plaser under 

a uniform HeNe excitation (spot diameter > 500 µm). 

127 



 

 
Figure 7.13 Estimated Plaser-dependent number of carriers and emitted X 
photons under a uniform HeNe excitation at T = 1.7 K and Vb as indicated. 

The symbols and curves in Figure 7.13 represent the followings: 

a) The solid and open red circles correspond to e/h number flow through the 

device per second (Ne-h) deduced from the measured photocurrent for Vb = -0.95 V and Vb 

= 0, respectively. 

b) The open black squares represent the generation of electron-hole (e-h) pairs per 

second (Nabs) in the two GaAs QWs calculated from the known GaAs absorption 

coefficient at low T for total 16-nm thickness of the two QWs, assuming 100% internal 

quantum efficiency. 

c) The solid triangles inside the open black square label the number of estimated 

direct-X PL photons per second determined from the integrated signals of the PL CCD 

images (IPL) measured at Vb = 0, using the system photon collection efficiency (Ceff) 

described in Sec. 4.5.2. 
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d) The black solid squares represent the number of emitted indirect-X photons per 

second (Nph) at Vb = -0.95 V, which was again determined from IPL and the Ceff. Note that 

the absolute value of Ceff has no impact on the relative values of Nph(Vb =-0.95) and 

Nph(Vb = 0). Nph(Vb=-0.95)/Nph(Vb=0) is determined by the relative CCD image signal 

strength, which is independent of Ceff. 

e) The blue dashed line is obtained by multiplying curve (b) by 0.2 and can be 

used as a guide to account for eventual loss in the collection system. This gives a lower 

estimate for the number of absorbed photons per second (Nabs) in the two GaAs QWs. 

Nabs should lie between the curves (b) and (e). 

Next, we divided the observations into two parts: (i) Vb = 0 V and (ii) Vb= -0.95V. 

(i) Vb = 0 V (short-circuit): 

Photocurrent – At Vb = 0, the short-circuit photocurrents (Isc) are nonzero but 

increase linearly with increasing Plaser (Figure 7.4). Ne-h = Isc/q is approximately 10% or 

less than Nabs; therefore, sweep-out of photogenerated carriers at Vb =0 is negligible. This 

justifies the low carrier loss (i.e. Nabs = Nph) assumption used to determine system photon 

throughput from direct-X PL as described in Sec. 4.5.2. 

Photons – Nph(Vb = 0) has an excellent linear dependence on Plaser ranging over 

three orders of magnitude. This shows that, at Vb = 0 V, non-radiative recombinations are 

negligible or independent of Plaser. 

(ii) Vb = -0.95 V: 

Photocurrent – At Vb = -0.95 V, Ne-h is three orders of magnitude higher than that 

at Vb = 0 and grows nonlinearly with Plaser. This photocurrent gain and its causes have 

been discussed in Sec. 7.2.2.4 and Sec. 7.2.3. The nonlinear dependence of Ne-h on Plaser 
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can be attributed to a nonlinear growth of current gain with decreasing Plaser, which was 

also discussed in Sec. 7.2.3. 

Photons – For Plaser < 100 µW, Nph(Vb=-0.95V) clearly exceeds Nabs, which 

implies capture of extra carriers by the CQW. Hot photogenerated carriers can be swept 

out under high electric fields and results in a loss as indicated by the Nabs×0.2 curve 

showing a lower bound of Nabs. Therefore, the enhancement of Nph can be larger. 

Furthermore, Nph(Vb = -0.95 V) is not linearly dependent on Plase, but follows the Ne-h 

dependence. This suggests that a significant fraction of the indirect-Xs detected is due to 

the capture of the cross-well transport carriers. Recall that at Vb = -0.95 V, indirect-Xs 

with small areas (‘traps’) were observed (see Chapter 5). Nph can exceed Nabs by a greater 

amount for Vb < -1.0 V, where PL ring patterns and other local PL centers can be 

observed (see Chapter 6). 

Comparing the numbers of the photoexcited carriers and the photons from X 

annihilations (direct or indirect ones) in QWs, and the swept-out electrons (holes), we 

conclude that carriers injected into or captured by the two GaAs quantum wells 

contribute significantly to the enhancement of indirect-X PL intensities for Vb < -0.95 V, 

where distant PL (‘traps’ and PL rings) can be readily observed under a HeNe laser 

excitation. 

This conclusion raises further questions: (a) Are the carriers captured by the QWs 

photoexcited in the n+-GaAs layers and/or the AlGaAs barriers next to QWs? Or are they 

re-injection carriers induced by photoexcitation? (b) What are the effects of the carriers 

that are photoexcited in the AlGaAs barrier layers? 
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We addressed these questions by comparing the Vb-dependent total integrated PL 

(IPL, including PL from X and n+-GaAs) under a HeNe (hν = 1.959eV) and a laser diode 

(LD690, hν = 1.802eV) uniform excitation. The total integrated PL were determined 

from PL images taken with a long-pass filter allowing high transmission (>90%) for 

photons of wavelengths λ > 715 nm (=1.734 eV) (Schott Glass RG715). The powers of 

the HeNe and LD690 lasers were adjusted to give approximately equal incident photon 

flux on the CQW sample. 

The low-temperature (T ≈ 2K) bandgap of the Al0.33Ga0.67As barrier is ~1.940 eV 

(≡Egb), corresponding to a wavelength ~639 nm. Under HeNe laser excitation, we found 

no PL emissions from the CQW sample near that wavelength even under a zero bias. 

Radiative recombinations of the carriers photoexcited in the AlGaAs barriers (total 

thickness ~400 nm) thus are negligible. Therefore, by measuring the PL from the n+-

GaAs layers and Xs as well the photocurrent, we caould monitor the major dissipating 

channels of the energy deposited by laser excitation. Here we neglect energy dissipation 

in the form of phonons (i.e. heating) via nonradiative recombination. 

We now examine the Vb-dependent IPL in accordance with the law of energy 

conservation. Figure 7.14 shows that IPL under HeNe excitation (IPL:HeNe, red dots) is 

about twice IPL under LD690 excitation (IPL:LD690, black squares) for similar incident 

photon fluxes. This indicates that carriers photoexcited in the AlGaAs barriers contribute 

significantly to the observed PL. Under LD690 excitation, IPL is almost independent of 

Vb, but decreases and then increases slightly with increasing |Vb|. The weak quenching of 

IPL is attributed to an increase fraction of nonradiative recombination; whereas the weak 

enhancement of IPL (~1.4% at Vb = -1.5 V as compared to that at Vb = 0) can only be 
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accounted for by carrier re-injection since the photocurrent increased with |Vb| as well 

(see below). However, the re-injection effect is weak (particulary in comparison with the 

systemic errors) for an excitation below the AlGaAs bandgap Egb, such as with LD690. 

The re-injection effect is more pronounced under HeNe excitation. When Vb was 

varied from 0 to -1.5 V, IPL increased almost monotonically up to ~5.8% while the 

photocurrent increased by two orders of magnitude. These results indicate that carrier re-

injection gives a vital contribution to the total PL emission. The enhancement of IPL is 

more significant at a large negative bias Vb, where photocurrents are significant and DPL 

readily observed. 

 
Figure 7.14 Comparison of Vb-dependent total integrated PL (including PL 
from X and n+-GaAs) determined from PL imaging under a HeNe (hν = 
1.959eV) and laser diode (LD690, hν = 1.802eV) uniform excitation. The 
laser powers were adjusted to give approximately equal incident photon 
fluxes on the CQW sample. 

In the above PL imaging experiments, the PL from Xs in the QWs (X PL) was 

shadowed or overwhelmed by PL from the n+-GaAs layers (n+-PL) (see, for example, 
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spectra in Figure 4.1). It is more revealing to examine X PL and n+-PL separately. We 

thus measured the Vb-dependent PL spectra at a locality (diameter φ ≈ 3 µm) far from any 

‘traps’ or ‘local PL centers’ under the same uniform excitation. The Plaser‘s of the HeNe 

and LD690 were lowered but still adjusted to give approximately equal incident photon 

fluxes. 

The resultant Vb-dependent PL spectra are shown in Figure 7.15A and B for HeNe 

and LD690 excitation, respectively. The indirect-X PL lines for LD690 are not as narrow 

as those for HeNe, and the direct- to indirect-X transition is also not as smooth. We will 

leave the causes of these effects for future study, and maintain our focus on a comparison 

of the Vb-dependent spectrally integrated X-PL and n+-PL, whose spectral integrating 

range are defined by the white dashed line and arrows shown in Figure 7.15. 

 
Figure 7.15 Comparison of electric field dependent PL spectra under a (A) 
HeNe (hν = 1.959eV) and (B) laser diode (LD690, hν = 1.802eV) uniform 
excitation. The laser powers were adjusted to give approximately equal 
incident photon fluxes on the CQW sample. 

The ratio of the n+-PL:HeNe and n+-PL:LD690 at Vb = 0 is approximately 0.90, 

which is close to the photon flux ratio, which is approximately 0.86 (Figure 7.16A and 

B). This confirms the accuracy of relative power measurements and the linear 

performance of the optical collection and detection system. 
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For the case of LD690, the X-PL is quenched whereas n+-PL is enhanced with 

increasing |Vb| (Figure 7.16C and D). This can be attributed to carriers tunneled through 

[127,128] or swept out of the CQW and the increasing significance of nonradiative 

recombination due to a longer indirect-X lifetime under applied electric fields. The 

photocurrents (or leakage current) are about two orders of magnitude lower than those 

obtained under HeNe excitation. The difference is more significant for Vb > 0.5 V, where 

the main contribution of the photocurrent under LD690 excitation is due to the swept-out 

photoexcited carriers. 

For the case of HeNe laser excitation, the initial PL quenching is pronounced, 

which is likely caused by a dramatic increase in the sweep-out of carriers photoexcited in 

the AlGaAs layers. The most important features are: (i) the parallel dependence of the 

photocurrent and photoluminescence (X-PL and n+-PL) on Vb (ii) the dramatic increase of 

both X-PL and n+-PL for Vb less than about -1.2 V. By conservation of energy, we thus 

conclude that carrier re-injection is significant in the CQW sample, especially for HeNe  

laser excitation and a large negative bias Vb. Because the DPL emissions (see Sec. 7.1) 

were observed under these conditions, the unusual DPL emissions are likely associated 

with re-injected carriers rather than carriers or Xs photogenerated directly by laser 

excitation. If this is the case, DPL is similar to electroluminescence in light emission 

diodes (LEDs), which have clearly designed p-n junctions. Though the numerous 

experimental results presented so far have suggested that the CQW sample exhibits 

asymmetry in the z-direction, the sample is unlikely to possess a clear-cut p-n junction 

because no p-type doping was introduced purposely in the growing process. Currently, 

the mechanisms of such an injection (i.e. possible double injection of both electrons and 
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holes) are not clear. Nevertheless, experimental results suggest such an injection must be 

present. 

 
Figure 7.16 Comparisons of the PL- and photocurrent-voltage 
characteristics under HeNe (hν=1.959eV) and laser diode (LD690, 
hν=1.802eV) uniform excitation. 

7.4.2 Confined spatially indirect exciton systems 
We have described the time-resolved photoluminescence (TRPL) measurements 

of the confined indirect-X systems in Sec. 5.4.3. The measured TRPL exhibits a typical 

long (up to ~10 µs) and oscillatory decay, which we have attributed to carrier injection or 

space-charge buildup. In this section, we further compare the TRPL of these confined 

indirect-X systems with the transient photocurrent measured at Vb = -0.95 V, where 
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extensive diagrams as a function of T and Plaser have been carried out and detailed in 

Chapter 5. 

 
Figure 7.17 TRPL of indirect-Xs (blue dots) from Trap-A versus the 
transient photocurrent (cyan line) at T = 1.7 K and Vb = -0.95 V (Laser 
diode: repetition rate = 100 kHz, average Plaser ≈ 24 µW, and the distance 
to Trap-A ∆y ≈ 100 µm for indirect-X TRPL; ∆y ≈ 0 for the transient 
photocurrent). The TRPL of indirect-Xs (magenta dots) and n+-GaAs 
substrate layers (black dots) at the laser excitation center are also shown 
for comparison (Laser diode: repetition rate = 1MHz, average Plaser ≈ 0.43 
µW, and ∆y ≈ 100 µm). (A) Time scale: 0 to 0.2 µs. (B) Time scale: 0 to 
1.0 µs. 

TRPL of indirect-Xs from Trap-A (cf. Chapter 5) and the transient photocurrent at 

T = 1.7 K and Vb = -0.95 V are shown in Figure 7.17. The cyan curve represents the 

transient photocurrent under a pulsed laser excitation centered on Trap-A. Note that 

similar photocurrent transients were observed for excitation anywhere on the mesa at Vb 

= -0.95 V. The blue dots are the TRPL of indirect-Xs within Trap-A under a similar 

pulsed excitation but ~100 µm away from Trap-A. TRPL of indirect-Xs at the laser 

excitation center decay much faster (decay time ≈ 6.5 ns − lifetime of indirect-Xs at Vb = 

-0.95V) as expected; however, TRPL of indirect-Xs from Trap-A follows the transient 

photocurrent up to ~10 µs, which indicates a continuous generation of indirect-Xs at 
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these ‘traps’. These results suggest a strong correlation between the persistent 

photocurrent and the long indirect-X PL decay observed at ‘traps’. 

7.5 Interpretations 
7.5.1 Confined exciton systems 

We propose the following model for formation of indirect-Xs within confined 

small areas: The localized dark spot at the center of the X-cloud is associated with a 

pinhole which funnels a current filament through the n+-i-n+ structure. This source of 

current is smaller than or on the order of our spatial resolution of about 2 µm. In the 

absence of photoexcitation, it contributes only to the leakage current, but provides a 

localized source of majority carriers of one type. For low excitation density, 

corresponding to regime-I (Figure 5.6), carriers of the opposite type flow toward the 

current source. Indirect-Xs are formed where the two types of carriers merge, resulting in 

an extended indirect-X system. Currently, models based on the carrier imbalance 

mechanism and in-plane carrier diffusion have been proposed [182,181]. However, 

formation of these indirect-X systems involves both cross-well and in-plane carrier 

transport as we have discussed previously (cf. Sec. 5.4 and Sec. 7.2). A full model taking 

into account of cross-well carrier transport and the presence of space charges is 

necessary. As the photoexcitation increases, at some point both types of carriers are 

injected into the CQW, resulting in an X density strongly peaked at the center (Figure 

5.6B and Figure 5.7B) and a concentrated cloud as shown in the central image of Figure 

5.2B. This corresponds to regime-II. As the excitation density increases further to reach 

regime-III, effects of the underlying Fermi statistics become apparent. The picture that 

has emerged is quite different from that of a condensation of Xs preexisting in the 

structure, which are photogenerated directly by laser excitation. 
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7.5.2 In-depth simulations 
In this section, we discuss briefly requirements for further in-depth simulations 

for the observed unusual DPL emission. 

In general, the confining potential profile of quantum wells and barriers (i.e. the 

band diagram) is reciprocally influenced by the nonequilibrium charge transport through 

the structure, including charge accumulation, trapping, or depletion. The space charges 

provide a feedback to the charge carrier distribution that couples to the electric potential 

governing the transport according to Poisson’s equation. The effect is more pronounced 

in semiconductor heterostructures with band discontinuities forming potential wells and 

barriers. The local space charge accumulation, nonlinear cross-well charge transport, and 

real-space carrier transport have provided mechanisms for negative differential resistance 

(NDR), current bistability, and nonlinear dynamics [199,200,193], many of which have 

been observed in the CQW sample studied. 

Unlike the space-charge dynamics discussed in [199,200,193], the observed NDR 

regions exist only with proper combinations of the photoexcitation intensity (Plaser), 

energy (hν) and bias voltage (Vb). The nature of these unusual I-V characteristics of the 

CQW sample studied has not been fully determined. The stationary and transient 

photocurrent measurements with various excitation energies and intensities suggest space 

charge accumulations, which give rise to the carrier injection or localized filament 

formation [201]. Many unusual phenomena observed in this CQW sample involve 

complicate processes. To simulate the formation processes will require a proper set of 

equations accounting for space charges, carrier injection, generation and recombination, 

and transport of the photogenerated carrier. To simulate all of these effects is a 

challenging task. 
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A full theoretical description of charge/carrier transport in semiconductor 

structures requires a self-consistent solution of the coupled Maxwell’s equations for the 

fields and a proper set of continuity equations for the transport and recombination of the 

carriers. The presence of space charges couples these sets of equations nonlinearly. For 

example, in thermodynamics equilibrium, the band-bending effect due to space charges is 

determined by a self-consistent solution of the coupled Schrödinger equation and 

Poisson’s equation. The electrostatic potential in Schrödinger equation is calculated from 

Poisson’s equation for a given carrier density distribution, and conversely, the carrier 

density is determined by the wave function calculated from the Schrödinger equation 

[202]. When a bias voltage is applied to the structure, a similar procedure is used and the 

transport equations must be solved simultaneously with Poisson’s equation under 

nonequilibrium conditions. In time-dependent nonequilibrium situations, the finite 

dielectric or carrier relation time due to build-up or sweep-out of space charges can 

complicate the space-charge dynamics and make the problem intractable without proper 

approximation [203,201]. Therefore, from an experimentalist’s point of view, a more 

pragmatic approach might be to sort out the physical processes involved experimentally 

with better controlled quantum well structures. 

7.6 Summary 
We have investigated the electric field dependent PL and photocurrent 

characteristics of the CQW samples for different excitation conditions: (i) various 

excitation energy (hν), (ii) different excitation spot sizes - uniform or localized (≈5-10 

µm diameter spot), and (iii) continuous and pulsed excitation. Distant photoluminescence 
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disappeared sharply when hν was tuned below the AlGaAs bandgap Egb ≈ 1.94 eV or 

above Eub ≈ 2.34 eV Egb, which indicated the importance of the photocarriers generated in 

AlGaAs layers. 

In addition, the photocurrent-voltage characteristics of the sample show 

asymmetry with an N-shape negative differential resistance (NDR) regime and 

photocurrent gain, which signaled trapping of photogenerated carriers and/or buildup of 

space charges. Therefore, both (a) generation and transport of carrier in/cross the AlGaAs 

barriers and (b) carrier capture and escape from QWs are of importance for the formation 

of the observed localized dense cold X systems and PL ring patterns. 

With respect to the formation of the confined indirect-X systems (‘traps’), we 

have ruled out the QW thickness fluctuation as a cause of X collection and demonstrated 

that these traps are electrically active. We also compared the long oscillatory PL decay 

with the transient photocurrent measurements, which confirmed the vital role of the 

photo-assisted carrier transport or injection across the structure. 

We thus concluded that the observed degenerate X-systems in the ‘traps’ and 

extended ring patterns form through the photo-induced carrier injection, trapping, 

transport and space charge buildup. Finally, possibility of developing full models was 

discussed. 
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Chapter 8 Conclusion 

8.1 To BEC or not to BEC? 
Over the past thirty years, there have been numerous claims of the observation of 

Bose–Einstein condensation or superfluidity of excitons. For example, there were early 

claims in CuCl [204-206], Cu2O [207-209], and exciton-polaritons in microcavities 

[210]. These were followed by much debate and many retractions [211-213]. The primary 

problem is that the experimental claims have been subject to multiple interpretations. To 

provide details of all the claims and counter claims would be a formidable task, which we 

shall not pursue. We shall only briefly review some such claims and progress in the 

fabrication of suitable CQW, which is the system studied in this dissertation. 

The first set of experiments claiming observation of Bose statistics based on 

temperature dependent photoluminescence (PL) linewidth in CQW [36] encountered 

difficulties with trapped excitons due to interface disorder [214-216]. More recently, 

there have been several claims of condensation of indirect excitons in coupled quantum 

wells [217,134,46,218,219]. The work based on nonlinear PL dynamics by Butov et al. 

claimed stimulated bosonic scattering of excitons in highly statistically degenerate 

regimes [37,133,134]. However, spatially- and time-resolved PL measurements on the 

same CQW sample have shown that the reported nonlinear PL dynamics is distorted by 

the presence of scattered PL from the substrate n+-GaAs layers (see Sec. 4.4). Recently 

observations of distant PL rings with an extended dark region between the ring and 
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excitation spot (see Chapter 6) were reported by two groups [46,47]. These were initially 

attributed to superfluid dark excitons or a macroscopically ordered exciton state with 

coherence. The current consensus is that the Xs are formed close to where the PL rings 

are observed. The formation mechanisms of these PL rings are attributed to charge 

imbalance and in-plane charge transport in ref. [181,182]. However, we have 

demonstrated in this dissertation that the cross-well carrier transport and capture are vital 

to any interpretation. The exact formation mechanisms are worth further investigations. 

The fragmented PL rings were interpreted as evidence of macroscopic ordered exciton 

states in ref. [46,181]. However, the experimental observation was of ordered fragmented 

PL patterns, which are not necessarily associated with an ordered exciton collective state 

arising from the intrinsic exciton interaction or macroscopic coherence. For example, 

excitons in the PL rings could be formed through inhomogeneous carrier injection, which 

exhibit fragmented patterns due to the presence of space charge. We have also reported 

an extensive phase diagram of dense cold excitons confined in localities [44,45]. As 

detailed in Chapter 5, depending on the exciton density and temperature these confined 

exciton systems exhibit interesting distinct phases (states), but there is no clear evidence 

for BEC. Spatially indirect-Xs in the studied CQW samples exhibit many interesting 

physical phenomena, but may be not necessarily related to BEC or superfluidity of 

excitons. 

Many of the previously claimed observations of excitonic BEC involved either 

exciton-polariton induced lasing [210] or some type of resonant pumping, or relied on 

spectral narrowing of excitonic luminescence [36,218] or fast expansion of excitons 

[207]. These are subject to plausible alternative interpretations without resorting to Bose-
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Einstein condensation. More decisive experimental evidence, such as the demonstration 

of the coherence of the state, is required to firmly establish BEC or any quantum 

collective effects of excitons in these solid-state systems. 

8.2 Summary 
Spatially indirect-Xs in CQW are composed of pairs of electron and hole confined 

in separate QWs. The energy and lifetime of indirect-X are tunable by electric fields; 

while the effective mass can be manipulated by magnetic fields. Indirect-Xs exhibit a 

long lifetime, high cooling/thermalization rate, and a stable ground state due to the 

dipolar repulsive interaction − promising attributes for the observation of collective 

quantum effects. These properties of indirect-Xs were investigated through time-

integrated or time-resolved PL spectroscopy as a function of temperature (T), bias voltage 

(Vb) (electric field), laser excitation intensity (Plaser), and magnetic field (B). 

Degenerate exciton systems have been produced in quasi–two-dimensional 

confined areas in semiconductor coupled quantum well structures. We observed 

contractions of clouds containing tens of thousands of excitons within areas as small as 

(10 µm)2 near 10 Kelvin. The spatial and energy distributions of optically active excitons 

were determined by measuring photoluminescence as a function of temperature and laser 

excitation and were used as thermodynamic quantities to construct the phase diagram of 

the exciton system, which demonstrates the existence of distinct phases. Spatially and 

time resolved PL spectroscopy were also used to study the formation mechanisms of 

these X systems. TRPL exhibited extremely long (µs) oscillatory decays, which implied 

continuous formation of indirect-Xs through photo-induced carrier transport and 

injection, and a buildup of space charges. 
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Exploring the phase space with various parameters, we have found that the CQW 

studied exhibited many unusual phenomena. We reviewed briefly the fragmented ring-

patter PL emissions observed hundreds of microns away from a localized HeNe laser 

excitation spot [46,47] and other local PL centers. The ordered distant ring-pattern PL 

signaled macroscopic carrier transport and possible ordering in the system. 

The indirect-X cloud confined in small areas, distant ring-pattern PL emissions, 

and local PL centers all disappeared when excitation energy hν was tuned below the 

AlGaAs bandgap Egb ≈ 1.94 eV or above Eub ≈ 2.34 eV, which indicated that these 

phenomena were likely caused by the carriers photogenerated in the AlGaAs layers. In 

addition, the photocurrent-voltage characteristics of the sample showed asymmetry with 

an N-shape negative differential resistance (NDR) regime and photocurrent gain, which 

signaled trapping of photogenerated carriers and/or buildup of space charges. Therefore, 

both (a) generation and transport of carrier in and across the AlGaAs barriers and (b) 

carrier capture and escape from QWs are important for formation of the observed 

localized dense cold X systems and PL ring patterns. 

We thus concluded that the observed degenerate X-systems in the small areas and 

ring-pattern PL emissions are formed through the photo-induced carrier injection, 

trapping, transport and space charge buildup. These insights into the formation 

mechanisms of the observed cold exciton systems may lead to new strategies for 

producing confined cold X systems artificially in a more controllable way. 

8.3 Future directions 
Optically properties of dense exciton systems in quantum wells have been studied 

extensively both experimentally and theoretically. Traditional photoluminescence 
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spectroscopy, which is a simple and valuable means by which to study the nature of the 

lowest excitation states, cannot yield much information about the coherence of the 

exciton systems which is vital for establishing excitonic BEC. A superfluid or BEC 

transition of the exciton system might manifest itself as a sharp narrowing of the PL peak 

at the critical temperature or number density. However, the intrinsic exciton PL in the 

quantum well systems would be masked by the inhomogeneous broadening due to the 

inevitable disorder. Therefore the narrowing of PL linewidth shown in Chapter 4 and 

Chapter 5 is not unambiguous evidence of collective quantum effects. It is certainly 

worth investigating the higher order coherence [220,221] of photoluminescence or 

superradiance from these cold exciton systems [222-226] by the Hanbury Brown-Twiss 

or photon bunching experiments [227]. The spatial coherence of emissions from different 

locations of the system can also be measured by two-field correlation or optical 

homodyne tomography [228,229]. These results could clarify if the indirect-X 

photoluminescence possesses quantum coherent properties related to a collective exciton 

state. Other linear optical techniques such as resonant Rayleigh scattering [230,231] and 

nonlinear optical techniques such as four-wave mixing [232-234] can reveal the spatial or 

temporal coherence properties of the exciton states as well. Stimulated light 

backscattering and other nonlinear optical phenomena from exciton Bose-Einstein 

condensates have also been predicted theoretically [235,236]. The experimental search 

for exciton BEC has been historically controversial due to the strong interacting nature of 

excitons and the lack of unambiguous evidence of the macroscopic coherence. To 

establish excitonic BEC with optical techniques, it is vital to investigate effects that can 

be associated with the optical manifestation of exciton coherent collective states.  
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Many attempts to obtain dense exciton systems are with the motive of realizing 

and excitonic BEC in solid-state systems. However, the exciton or electron-hole system 

by itself is interesting for the observation of many fascinating physical phenomena, such 

as the rich phenomena observed in coupled quantum wells. However, the leakage current 

is significantly higher in a biased n-i-n structure, such as the one studied, than in a 

reversed-biased p-i-n structure. The leakage current could affect the photoexcited carrier 

relaxation dynamics and other processes significantly. The experimental results reported 

in this dissertation have indicated the decisive role of carrier transport, capture, and 

injection in the formation of the observed ring PL patterns and exciton systems confined 

in small areas. The intrinsic exciton phenomena need to be distinguishable from other 

phenomena, such as the space-charge effects or carrier transport and injection. This can 

be achieved by using less leaky samples and a pico-second ultrafast laser excitation in 

resonance with the direct exciton transitions. Secondly, it would be interesting to 

investigate the possibility of artificially generating cold, dense and long-lived indirect-X 

systems by tunneling injection mechanisms [237,238]. This would provide new 

possibilities for exploration of collective quantum phenomena of excitons in solid-state 

systems. 
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Appendix 

A. List of Symbols  
ax Bohr radius of excitons 
B Magnetic field 
c Velocity of light 
E0 Peak energy of an exciton PL line 
Ec(v) Energy of conduction (valence) band edge 
∆Ec(v) Conduction (valence) band offset 
Eb Exciton binding energies 
EF Fermi level in semiconductor 
Eg Bandgap of semiconductor 
EX Mean energy of an exciton PL line 
F Electric field 
G Generation rate of carriers 
h, =  Plank’s constant and reduced Plank’s constant 
Ipc Photo-Current 
ISC Short-circuit current of solar cell 
Ilaser Laser light intensity 
IPL Spatially integrated photoluminescence image intensity 
IX Spectrally integrated intensity of an exciton PL line  
kB Boltzmann’s constant 
Le(h) Diffusion length for electron (hole) 
me(h) Electron (hole) effective mass 
m0 Rest mass of electron 
I0 Photoluminescence peak intensity 
Plaser Incident optical or laser power right before the front surface of the device 
q Electronic charge 
ℜ Responsivity of detector  
R Reflectivity 
t Time 
ttr Carrier transit time 
T Temperature 
Vb Applied bias voltage 
VOC Open circuit voltage of solar cell 
α Absorption coefficient 
Γ Linewidth of a PL line 
ηi, ηext Internal, external quantum efficiency 
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ηr Radiative recombination quantum efficiency  
λ Wavelength of light 
µe(h) Mobility of electrons (holes) 
ν Frequency of light 
σr Root mean square radius of a laser excitation spot 
σPL Root mean square radius of photoluminescence images 
τ, τr, τnr Lifetime, radiative lifetime, nonradiative lifetime 
τe(h) Electron (hole) recombination lifetime 
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B. Sample Preparation 
The processing involves two photolithographic steps to define (i) mesa and (ii) 

metal contact layers. We started with a cleaved piece of sample ~12×10 mm2 in size, 

which will yield ~6 chips in the end. First, after defining the mesa layer with standard 

lithographic procedure, the sample was wet etched down to the bottom n+-GaAs gate 

layer. Then the photoresist is stripped off and the sample cleaned with hot acetone. Next, 

the gate metal contact layer was defined again with a standard lithographic procedure. 

The sample was then deposited with Ge/Pd/Au (250/200/2000 A°) alloy layers with an e-

beam evaporator. Top and bottom gates are defined after the lift off step. The processed 

piece was further cleaved along the (110) planes into separate chips (chip area~3.5×4.5 

mm2 ) for rapid thermal annealing at ~320-360 °C for ~60 seconds with ambient Ag and 

H2 gases to form ohmic contacts. The chip was finally bond to a proper open cavity die 

for gold wire bonding. 

Below are the machines and chemicals used for sample processing in the 

Microlab at UC, Berkeley: 

Machines Used: 

• Photolithography: ~ 1 µm resolution is sufficient 
 Mask maker: Emulsion masks for positive photoresists. 
 Photoresist spinner: Headway Photoresist Spinner 
 Mask Aligner: Quintel Mask Aligner (×1) or Canon 4× Projection Mask 

Aligner 
• Testing/inspection 

 Surface Profiler: Alpha-Step IQ Surface Profiler 
• Thin film deposition 

 E-beam evaporator: ULTEK e-beam evaporator 
• Annealing 
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 Rapid thermal annealing: Heatpulse 210T RTA system 
• Packaging 

 Bonding machine: Westbond Model 7400B Ultra Sonic Bonders 
 

Chemicals used: 

 Photolighography 
• Photoresist: Shipley S1818 positive photoresist 
• Developer: Shipley 452 developer 
• Stripper: J.T. Baker PRS-3000 or Acetone  

 Etching 
• GaAs wet etching:  

H3PO4 : H2O2 : H2O = 3:1:25 ~0.30 µm/minute etch rate. 
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