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Abstract. The ubiquity of algorithmic tools and services (ATS) in spa-
tial data science has led to increased concerns about the biases they
carry. This vision paper explores the biases inherent in ATS, encompass-
ing computational, statistical, human, and systemic biases, and those
compounded by multinational corporations. It underscores the impera-
tive to address these biases, advocating a narrative-based approach to
counteract them and promote equitable outcomes. This approach not
only heightens awareness of embedded biases but also charts a course
toward their mitigation.
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1 Introduction

“Prejudice is a burden that confuses the past, threatens the future and
renders the present inaccessible.” [1]

Algorithmic tools and services (ATS), produced by the confluence of big
data, machine learning, and geo-AI, are being rapidly integrated into real-world
systems, gaining agency, and becoming new actors that can drive cars [12] and
predict crime [30, 37]. However, ATS, like all tools, are embodied extensions of
people’s mental models of how the world works for them [17, 23]. Even spatial
technology, though often mistaken for being a physical or digital thing, are men-
tal models encoded into forms. The parts we see or touch are artifacts; physical
or digital accompaniments that facilitate the work of the model and help accom-
plish the aims of the people for whom it was originally intended [23].

The truism that all models are wrong but some are useful, also applies here
[7]. As a simplification of reality, part of the model will accurately reflect it, while
part of the model, the bias, will not [8]. The resulting tool, whether physical,
digital, political, or otherwise, will not only carry the embodiment of the form
needed to support the mental model, but it will also carry its bias—as is the
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case with right-handed scissors for left-handed people. For ATS, this is especially
alarming because their unprecedented speed and scalability [30] will amplify
bias-related consequences [33].

Amid the growing adoption of ATS in spatial data science, this discussion
gains relevance because our field inherits the data-focused [22] “classical” ap-
proach prevalent in engineering and scientific disciplines that perceives the world
as underlying forms [28], and works to distill them down into immutable, single
truths. As geographers, we follow in this tradition by using statistical, vector,
and raster models to simplify these forms into orderly, mappable, and knowledge-
rich ontologies [6]. Though a useful approach for natural phenomena, a classical
approach can overlook a multiplicity of human experience [26, 35], and devalue
other ways of knowing tending towards holistic, intuitive, social, and emotional
awareness: keys for understanding the people around us. In a geographical con-
text, a classical approach can fail to recognize the existence of other perspectives
that contain key entities at finer resolutions [27]. It can also misunderstand at
which scale its geospatial processes are operating and therefore aggregate data
arbitrarily and inaccurately [25].

A classical approach, when applied to people, can lean too far towards toxic
perfectionism, adopting unattainable “normal” bell-curve ideals that can dehu-
manize [14, 26]. People have intersectional aspects to their identity (such as abil-
ity, age, class, culture, education, gender, language, race, sex) which, through
their lived experiences, can span a multiplicity of semantic understandings that
a purely classical approach could fail to identify because data-first ontologies
generally assume one perspective, and therefore limit space for semantic multi-
plicity. Even seemingly simple concepts can have opposing semantic meanings,
as is the case in the field of micro-mobility where “stairs” are understood as both
a facilitator for walking pedestrians, and a barrier to rolling ones.

As ATS becomes increasingly woven into our research and computational en-
vironments, complexity grows in tandem, necessitating the creation of nuanced,
human-centric, approaches that recognize outliers, confront bias, and cultivate
an inclusive framework for spatial data science. Leveraging insights from the
fields of user experience design [24], business service design [20], and software
development [11, 19]—all of which emphasize a diversity of human-centered per-
spectives—this vision paper serves as a catalyst for reflection and action. Starting
with an exploration of biases in ATS, including computational, statistical, hu-
man, and systemic biases (Section 2.0), the paper then delves into strategies to
overcome these challenges (Section 3.0), culminating in a conclusion that charts
a path towards a future where ATS is adopted on more equitable terms (Section
4.0).

2 Biases in ATS

The biases in ATS are like layers in an iceberg. Each layer weighs down the
previous ones, compounding the difficulty of its detection, and increasing the
reach of its consequences [33].
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2.1 Computational and Statistical Biases

Computational and statistical biases (CSBs), the top layer and the easiest of the
three types of biases to detect, are currently the only layer being addressed in
ATS [33].

Because of ATS reliance on statistical methods, they often disregard “noise”
[34], which results in three CSB bias subtypes: data bias, sampling bias, and
algorithmic bias [39]. This proves hazardous for equity-deserving populations
because their heterogeneity of lived experience is expressed in terms of statistical
“outliers,” a documented weakness in ATS [14].

Instances of CSB bias are evident in the inability of self-driving cars to rec-
ognize wheelchair users as pedestrians due to physical form outliers, resulting in
serious safety concerns [38]. Additionally, ATS support frameworks often utilize
culturally dominant languages in their usage and encodings, frequently disre-
garding non-dominant letters. This oversight may lead to the exclusion of large
portions of the population and undermine the efficacy of these tools [32].

2.2 Human Bias

Human bias (HB), just under the waterline, is harder to detect [33]. It encom-
passes the mental shortcuts a person uses to deal with the complexity of reality
[8]. Examples of biases can include confirmation bias, where individuals tend to
seek information that aligns with their preexisting beliefs or hypotheses [33], as
well as racial bias [3].

Significantly exacerbated by a lack of understanding of digital agents, human
bias is particularly dangerous due to the innocuous nature of ATS. These tools
subtly exert influence over important decisions within seemingly commonplace
systems [36, 37]. The agents operating within their mental constructs often re-
main opaque [31, 37], inadvertently perpetuating harm against individuals whose
demographic attributes diverge from those of ATS creators.

These human biases are not more recognized because, in part, our languages
have polysemes; contextually specific words that change semantic meaning de-
pending on their situation [9], like how “disability” is understood differently in
medicine, law, politics, and people’s lived experience [13]. Polysemes are linguis-
tic points of contact for these overlapping narratives. This overlap can lead to
narrative occlusion for cultural minorities. Narratives are (linguistic) tools, and
like all other human tools—legislative, political, artistic, technological, and civic
(the built environment)—are merely encoded mental models. This scenario is
particularly concerning for individuals who lack digital literacy, hampering their
ability to identify and report these harms due to the digital divide [21].

2.3 Systemic Bias

The deepest layer of the iceberg is systemic bias, the hardest and most compli-
cated to address [33]. It is the same as human bias except aggregated over larger
extents: geographic, temporal, and by the number of actors in a system (i.e.,
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institutions). Its invisibility contributes to its pervasiveness and power. This re-
lates to how ATS are placed in society in systems that have long since embodied
misogyny, racism, and ableism [10].

The systemic bias is compounded through the influence of large multinational
corporations (MNCs), the few organizations that have the resources to create
large ATS. MNCs often adopt short-term, risky, and value-seeking strategies to
gain market hegemony in a global “do or die” market economy. Furthermore,
MNCs may not respect or be subject to a country’s sovereign laws [29]. This
means the rights of individuals or groups can be compromised without fear of
reprisal. The ATS they make can, and have, led to unfortunate and unintended
consequences, such as with Facebook pursuing short term gain over long term
political stability as evidenced in the Cambridge Analytica scandal [16].

3 How do we overcome these biases and risks?

As geographers and spatial data scientists, our role in addressing bias risks begins
with recognizing that ATS are not neutral forces, and instead are shaped by the
language, values, and beliefs of the cultural, political, and economic systems that
underpin their creation [5, 35]. Our first step is to acknowledge these biases and
their implications before we embark on strategies to mitigate them. Stop and
ask: who runs, controls, and trains the proprietary training data and libraries
we rely on?

Drawing insights from human factors research and human-computer interac-
tion research, one solution is adopting a bottom-up narrative-based approach,
a technique software engineers have been employing for over three decades [19].
This approach starts with the collection of narratives from domain experts ex-
plaining their aims. From these narratives, we can identify the interactions that
need to occur. The interactions then are decomposed into actors and their as-
sociated tasks—much like a script in a play—to form use cases. The use cases
get verified by the domain experts, then forward engineered into software. By
contextualizing and validating the user experience in this bottom-up way, we can
more deeply understand the in-situ experiences of equity-deserving populations
and address their needs.

An additionally important aspect in this approach is that the actors can be
generalized into personas which can act as benchmarks for ATS creation for both
upstream (pre-ATS development) and downstream (post-ATS development), en-
suring sensitivity to outliers and marginalized groups. This approach aligns with
the recommendations of Tuan [35] and Rundstrom [32], emphasizing the im-
portance of inclusive data collection that values the perspectives of significant
“outliers” in decision-making processes.

More tangibly, open-source toolkits like IBM’s “AI Fairness 360 toolkit” [4]
can help identify and mitigate statistical bias within ATS. Simultaneously, we
advocate using established narrative based methodologies like Object-Oriented
Analysis and Design (OOAD) methodologies and Unified Modeling Language
(UML) [18] to meticulously analyze the architecture of both ATS datasets and
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outputs. It is notable that these methodologies are already in use by ATS pro-
ducers, offering a shared communication channel for collective bias reduction
efforts.

Expanding upon the narrative-based paradigm, we propose active engage-
ment with domain populations during the development phase. This approach
amplifies the voices of those most impacted by biases. Two strategies emerge:
first, by assigning value to “outliers” through standardized personas and their
documented needs; second, by ensuring that ATS are sensitive to outliers in both
data collection and output. By collectively embracing these strategies, we move
closer to realizing the vision of fairer and more equitable ATS development and
adoption.

4 Conclusion: Moving into the future on more equitable
terms

In response to Geoffrey Hinton’s departure from Google, an op-ed in the Chicago
Tribune highlights the need for real guidance on AI, instead of vague alarmism
[15]. We propose that real guidance can be found in empowering a broader spec-
trum of individuals to engage in discussions about the biases and risks inherent
in algorithmic tools and services. Our approach underscores the understanding
that ATS are intricately encoded narratives, firmly entrenched within specific on-
tological frameworks and tailored for distinct mental models, inevitably carrying
biases, and therefore it matters whose mental models are considered. Participa-
tion is key, and tokenistic positions regarding ATS are unacceptable [2].

To effectively counter biases introduced in ATS, we must squarely address
the semantic foundations underpinning these systems. This entails adopting bal-
anced approaches that can handle the diverse ontologies arising from overlapping
user experiences. As researchers actively involved in the development and adop-
tion of ATS, it remains paramount to remain conscious of the organizations we
endorse, the problem-solving approaches and tools we choose, and the inadver-
tent biases we introduce. Deliberately recognizing, evaluating, addressing, and
overcoming these biases within our evolving ATS-centered research initiatives is
pivotal.
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