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A Re-evaluation of Implosives in Sindhi

Paroo Nihalani
National University of Singapore

1. Introduction

Sounds of one language may differ from those of another because of the phonetic
value of the segments along the same continuum. To take an example, the linguistic
specification that distinguishes between [p] and [b] in English is that they are [- voice] and
[+voice] respectively. The articulatory instruction that accompanies the feature [+voice] is
"vibrate the vocal folds". In order to implement this instruction a number of articulatory
instructions have to be performed, such as keeping the vocal folds sufficiently lax,
reducing the distance between the vocal folds, keeping the airflow through the glottis
powerful enough to cause vibration, and maintaining the difference between the subglottal
and supraglottal air pressure by lowering the larynx, allowing air to escape through a small
velic opening, and/or expanding the walls of the pharynx. "Vibrate the vocal folds",
however, is the primary instruction that is associated with the linguistic feature [+ voice]
and the rest of the articulatory gestures are ways of implementing this instruction.
Speakers of different language backgrounds choose different combinations of parameters
for the implementaion of voicing of stops. The phonetic implementation of these
diffferences is as important as those in the sound patterns. In order to illustrate the point, I
will discuss some phonetic differences between implosives in Sindhi and a few other
languages.

Implosives have been traditionally characterized as glottalic ingressive sounds
produced by lowering the vibrating glottis (Catford, 1939; Pike, 1943). Lindau (1984, P.
152 ) notes that Hausa implosives are produced with aperiodic, inefficiently closing vocal
cord vibrations and that there is considerable speaker to speaker variation between
implosives in languages, and that languages may differ in the way that they maintain
distinction between implosives and the corresponding plosives. Ladefoged (1964, p. 6)
noted that his Igbo implosives only produced negative pressures 8% of the time.
Ladefoged therefore observes:

“... the action of the vocal cords in the production of these implosive sounds has
been one of a leaky piston... Often the piston is so leaky that the airstream is not
actually ingressive nor the sounds really implosive. In many of the languages I
have observed (cf. Ladefoged 1964) the pressure of the air in the mouth during an
ingressive glottalic stop is approximately the same as outside the mouth, since the
rarefying action of the downward movement of the glottis is almost exactly
counterbalanced by the leakage of lung air up through the vocal cords. Although
these sounds may be called implosives, in ordinary conversational utterances air
seldom flows into the mouth when the stop closure is released.” (Ladefoged 1971:
25-26)

In this connection, Painter (1978: 254) observes: “Despite Ladefoged's caveat
(1964: 6) that his Igbo implosives only produced negative pressures 8% of the time...my
physiological data for G3, Sindhi and Yoruba show negative pressures most of the time”.
More recently, Nihalani (1986) has shown that there exist natural languages like Sindhi
(spoken in India and Pakistan) and Kalabari (spoken in Nigeria) in which implosives do
involve an ingressive air flow in addition to the downward displacement of the vibrating
glottis. The quantitative measurements of the air flow dynamics run counter to
Ladefoged's assumption that there are no real implosives.



Ladefoged (personal communication) has commented that Nihalani's findings
(1986) are based on his own speech (one single speaker), and that the aerodynamic data are
collected from citation forms. Ladefoged has valid criticisms in that we should always use
a large enough sample on which to base our generalizations. It is obviously crucial to any
study of this sort to have as many speakers as practicable, in order to increase the
possibility of making more meaningful language-specific generalizations.

The purpose of this study was to expand the data on pressure-flow dynamic from a
much large number of informants in order to explore the aerodynamic characteristics of
implosives in Sindhi and also to determine whether these articulatory strategies are
consistent within a language or vary according to speaker-specific idiosyncracies.

2. Test materials

Data on intraoral pressure and oral air flow were collected from 3 speakers (1 male
and 2 females, based in Los Angeles). A minimal pair contrasting the bilabial implosive
and the voiced bilabial plosive in syllable initial position was selected, namely /barv/ “child”
and /baru/ “load”. The language informants were requested to utter words in the carrier
phrase “hi .”

3. Instrumentation

The language informant speaks into a specially constructed mouthpiece pressed
against the face, which takes the oral air flow through a calibrated resistance so that a
pressure transducer provides a signal that is directly proportional to the rate of air flow (see
Ladefoged 1991 for details). If one can find a language informant who is willing to tolerate
a nasal catheter, then it is possible to record the pressure build-up behind stop closures
anywhere in the vocal tract. As an alternative, a simple way of obtaining supraglottal air
pressure and air flow data on just bilabial sounds was used by inserting a small tube
between the lips.

These parameters were digitized along with the audio signal from a microphone at
the rate of 11000 samples/sec. Figure 1 is an example of the aerodynamic data recorded in
the Phonetics Lab, UCLA. The top channel records the audio signal, the middle channel
represents oral air flow and the bottom channel represents intraoral air pressure.

4. Results

Figure 1 gives the aerodynamic record of the word [baru] “child” for one of the
female speakers. The closure phase in the articulation of the implosive sound is
characterized by a straight line Q-C (channel 2) indicating the absence of air flow in either
direction through the mouth. The large periodic fluctuations in the delimited segment R-S
on the pressure tracing (channel 3) reflect vibrations of the vocal cords. A mid-line was
drawn through these ripples by hand. The maximum supraglottal pressure (Psupra) was
measured on this mid-line. The measurements of Psupra were made at the point of release
of closure. Table 1 presents the Peak Psupra values of the syllable-initial implosives and
plosives.

Table 1. Peak measurements of Supraglottal air pressure, in cm H20.

b b Difference
HW 7.5 -2 5.0
SS 6.5 -5 1.5

In the production of the implosives [b], the vocal folds are brought together before the
larynx is lowered. The vocal folds remain fairly tightly together throughout the articulation
so that air will not pass through the glottis in such large volume as to destroy the negative



pressure necessary for an implosive. Lowering of the larynx obviously enlarges the
supraglottal cavity behind the oral closure, which results in generating negative pressure
inside the mouth. Since the larynx lowers only after the vocal folds are constricted, the lips
brought together and velopharyngeal port closed, the rarefaction process in the expanding
supraglottal cavities is not affected so much so that the air is sucked in when the outer
closure is released. These results are typical of the other female as well.

Another interesting feature was noted consistently in the speech of both these two
speakers. Implosives are produced with a relatively short closure duration. Table 2
presents the duration of voicing in both implosives and plosives. Note that the voicing of
implosives ranges between 70% to 72% of the corresponding plosives.

Table 2. Duration of voicing, in milliseconds

b b Difference
HW 14 10 4.0
SS 12.5 9 3.5

L0l oSSt AN St e

cm H0 HX&M!W

Figure 1. Acoustic waveform, air flow and intraoral pressure records of the word [baru]
“child’,.

The third speaker, however, produced implosives with a voiceless beginning of the
closure. The closure displays highly aperiodic vibrations, whereas the voiced plosive [B]
in the speech of the third speaker has periodic voicing vibrations during the closure phase.
So the voicelessness or aperiodicity in the case of the third speaker may serve to keep the
implosives apart from the voiced plosives. However, the spectrograms (see Fig. 2) made
from an independent recording of the same speaker clearly indicate the presence of vocal



fold activity throughout the period of closure in the articulation of implosives. Thus
considerable variation was noted within the speech of the same speaker. I don't know how
to solve this anomaly.

cmece

Figure 2. Spectrogram of the phrase [hi: baru]

5. Discussion

The aerodynamic records show that in the case of 2 out 3 speakers the movement of
the larynx occurs while the vocal cords are vibrating. This downward movement of the
vibrating glottis enlarges the supraglottal cavity behind the closure. These vibrations are
maintained by a small amount of lung air which is not of sufficient volume to destroy the
partial vaccuum caused by the downward laryngeal movement and thus prevent the
occurrence of suction pressure. The negative pressure ranging between -2 cm H20 to -Scm
H»0 was generated in the mouth. On separation of the articulators, the airflow was found
to be ingressive. Thus the quantitative measurements, on the whole, confirm the results
reported earlier by Nihalani (1986).



6. Conclusion

The preceding discussion makes it clear that Sindhi implosives show negative
pressure most of the time in contrast to the implosives observed by Ladefoged in which
negative pressure was produced only 8% of the time. Given that the implosives that
Ladefoged has investigated are produced without any ingressive, unlike the Sindhi
implosives, it is necessary to encode this information in the phonetic representation,
whatever may be the phonological characterization of implosives.

In conclusion, I would like to propose the implosives are best characterized
linguistically in terms of [+/- suction] feature rather that the greater degree of downward
displacement of the larynx, which is just a physiological mechanism adopted in order to
maintain the pressure difference for suction. The absence of suction in other types of
implosives (such as in Hausa and other Nigerian languages) could be explained in terms of
implementation of the linguistic features in terms of physiological mechanism. While
giving a precise account of what makes a particular language sound the way it does, it is
necessary to describe the phonetic properties of individual segments. Differences of each
language will have to be described in terms of language-specific low level rules of
"phonetic implementation", and these must form part of the phonological description of
natural language. An understanding of the mapping processes from discrete and timeless
phonological units to continuous articulatory and acoustic quantitative physical
manisfestations is the important goal of linguistic phonetics.
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Evidence for click features: Acoustic characteristics of Xhosa clicks

Bonny Sands

Introduction

Clicks are sounds which are typologically limited in distribution and complex in
articulation. These two facts contribute to the perception of clicks as atypical consonants.
It is precisely because of their rarity that clicks are of considerable linguistic interest. Their
uniqueness causes them to be difficult to incorporate into classificatory systems. It also
raises the question of whether the definitions of features as applied to other consonants
apply equally well to clicks. This study will provide appropriate phonetic evidence to form
a basis for the discussion of this topic.

Clicks are confined geographically to southern and eastern Africa. They occur in
the southern Bantu languages Xhosa, IsiZulu, SiNdebele, SiSwati, and Gciriku, in all the
Khoisan languages, including Sandawe and Hadza of Tanzania; and in Dahalo, a Cushitic
language of Kenya. The non-Khoisan languages with clicks are assumed to have
borrowed them from Khoisan languages.

Map 1: Extent of Xhosa tribal area. (Based on Elliot 1970).
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The click sounds to be examined in this study are those in Xhosa, a Bantu language
in the Nguni cluster whose other members include IsiZulu, SiNdebele and SiSwati. Xhosa
is spoken by approximately six million people living primarily in the Ciskei and the
Transkei in South Africa (Grimes 1988). (See Map 1). There are also Xhosa speakers in
all of the major cities in South Africa.

The Nguni languages seem to have acquired clicks during the proto-Nguni stage or
earlier, when there was a period of interaction with Khoisan groups in Natal (Finlayson
1987, Bill 1974). Contact with Transvaal Khoi or Cape Khoi speakers would have
occured before 1000 A.D., (the date after which proto-Nguni is presumed to have begun to
diverge; Ownby, 1981), and also after the divergence of proto-Nguni. Historical records
show that the Xhosa had extensive contact with speakers of Eastern Cape Khoi dialects
(Ownby 1985), and intermarriage and bilingualism are known to have been common
among Nguni and Khoisan people in the time when the first Europeans arrived in South
Africa (Lanham 1964). The integration of clicks in the Xhosa sound system is believed to
have been accelerated by lexical borrowing and sound substitution due to the custom of
hlonipha, the avoidance of certain words in order to show respect (Finlayson 1982).
Hlonipha requires substitution of different words for the tabooed items.

The consonant inventory of Xhosa includes fifteen phonemic clicks. Clicks are
produced with a velaric ingressive airstream, which involves a velar closure, and another
closure made further forward in the mouth. Air in the pocket between these two closures is
rarefied by lowering the central portion of the tongue so that when the anterior closure is
released there is an ingressive flow of air. The velar closure is maintained until after the
release of the anterior closure. Various names have been used for the types of anterior
closures; the terms that will be used here are: dental, alveolopalatal, and alveolar lateral.
The anterior closure can be referred to as the influx. The efflux, or click accompaniment,
refers to modifications on the basic click such as nasalization, voicing and aspiration. Each
of the click types in Xhosa may occur with one of five distinctive accompaniments. The
general terms that can be used for distinguishing them are: voiceless unaspirated, voiceless
aspirated, nasalized, breathy voiced, and nasalized with breathy voice. The set of clicks
and the symbols that will be used for their transcription are seen in Table 1. The velar
closure is represented in the click transcription for each accompaniment with a consonant
symbol preceding the click symbol. Tone will not be marked.

Table 1. Symbols for Xhosa clicks

Voiceless Voiceless Breathy Nasalized Nasalized

Unasp. Aspirated Voiced Breathy
Dental k1 kih gifi n mh
Alveolopalatal k! k'h g'fi ! n'fi
Lateral kb kSh goR 9% oA

Clicks are not marginal sounds in Xhosa. They account for fifteen of the
contrastive consonants in the language and occur in an estimated 38% of entries in the
lexicon (Louw 1977b citing Finlayson). Often only Khoisan languages are considered to
be “click languages”, but this is clearly not the case.

1. Articulatory characteristics of Xhosa clicks

Before an acoustic study of Xhosa clicks can be carried out, it is necessary to
provide a basis on which to analyze these sounds. That is, the articulatory characteristics
of these sounds must be known. Although it is generally accepted that Xhosa has 15
distinct clicks, there is a great deal of variation in the descriptions of the types and
accompaniments. While some of this may be attributable to speaker or dialect variation,



much of it is due to the fact that many of the descriptions were not done by specialists in
phonetics. The terminology may not always be applied in a way which conforms to
standard usage. The most reliable contemporary source of phonetic descriptions of clicks
is Traill (1978, 1981, 1985). Although his work is primarily on X5, his works serve as
a reference, as many of the sounds which he analyzes are analogous to those in Xhosa.
The sounds described in this work are from Xhosa, unless stated otherwise.

A. Click types.
The click type in Xhosa typically refered to as a dental click is represented by the

phonetic symbol [1] ([}] by the IPA prior to 1989), and orthographically as ‘c’. It has been

called a dental click in pedagogical materials and by various researchers (Jordan 1966,
Louw 1977a, and Bill 1974) and also a dental affricate click (Louw et al. 1980, Beach
1938), as the release of the click is accompanied by fricative noise. It is described as being
produced with the tongue tip pressed against the front teeth (Jordan 1966); or with the tip
of the tongue against the upper front teeth and the sides of the tongue against the teeth and
gums, as in Zulu, Bushman and Nama (Beach 1938). Like all clicks, this click must have
the tongue raised on all sides to form a complete closure and create a cavity between the
front and back closures. X-ray tracings of the [3] click as produced by a !X60 speaker are
shown in Figure 1. The tongue tip touches the teeth and the alveolar region, but before the
release of the click, the area of contact is decreased and primarily dental.

The Xhosa dental click has also been described as an alveolar click, involving the
blade of the tongue against the alveolae (Wilkes 1987). It may be that there are two distinct
articulations for the [1] click, with a laminal articulation being more commonly used by
Xhosa in the Ciskei and the western parts of the Transkei, and an apical articulation used
by most Xhosa speakers from the eastern districts of the Transkei (Louw 1977a). The
laminal articulation is made with tongue tip pressed against the lower front teeth and the
front part of the tongue blade being sucked away from the upper front teeth (Louw 1977a).
The apical articulation, which is also used by Zulu speakers, is made with tongue tip being
raised and sucked away from the upper front teeth. (Louw 1977a). Bearing these
differences in mind, the [3] click type is referred to as dental in this work.

The click type which is represented as ‘q’ in the orthography is often transcribed [!]

([(1by the IPA prior to 1989). The terminology used to describe the place of articulation of

this click includes: mid-palatal (Jordan 1966), palatal alveolar (Wilkes 1987, Bill 1974),
cerebral (Wilkes 1987, Beach 1938), palatal (Lanham cited in Davey 1975, Louw 1977a),
alveolopalatal (Finlayson and Louw pers. comm. 1989), post-alveolar (Ladefoged 1982),
retroflex (Beach 1938) and alveolar (Beach 1938). Descriptions of the role of the anterior
part of the tongue in the production of this click type vary greatly. Jordan states that the
front of the tongue is against the front palate (1966), while Beach states: “the tip of the
tongue is placed against the alveoli, usually quite far back, though the exact position varies
in the pronunciation of a single individual” (Beach 1938). Beach describes one Xhosa
speaker who makes use of an alveolar or post-alveolar articulation, as well as what he
terms a cerebral or retroflex articulation. Palatograms of the post-alveolar and cerebral
articulations of this Xhosa speaker are shown in Figure 2a and b (after Beach 1938). The
palatograms show very different articulations, the former showing contact on the back part
of the alveolar ridge, and the latter showing contact which is much further back. Beach
says that the palatogram of the cerebral articulation shows contact between the tongue tip
and the palate. The same variation in place of articulation seems to be seen in Zulu,
Xhosa, and Khoisan languages (Louw 1977a, Beach 1938). Beach states that various
writers on Nama have described the [!] type of click with the cerebral articulation as being
made by “curling up the tip of the tongue against the roof of the palate” but that the usual
place of release for this click in Nama is alveolar (generally “post-alveolar” or “palato-
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Figure 1: The dental, lateral and alveolopalatal nasal clicks in !X60, based on
x-ray tracings in Ladefoged and Traill (1984). The diagrams on the left are
based on tracings from the frame showing the smallest cavity enclosed by the
tongue during each click closure: those on the right are based on tracings from
the frame immediately before the release of the closure.

(a) ﬁ (b)@ @

Figure 2: Palatograms of Xhosa clicks based on Beach (1938): (a) post-alveolar /!/,
(b) "cerebral” /!/, (c) bilaterally released /l/. Areas of contact between the tongue and
the palate are indicated by dark shading.




alveolar”) (Beach 1938). Itis possible that the cerebral click that Beach describes is made
with a sublaminal articulation. His palatogram is typical of those produced by sublaminal
retroflex articulations in Indian languages (Dart 1991). One factor in the difficulty in
describing the place of articulation for the [!] click is that the San people often have a flatter
palate and lack an alveolar ridge. All these descriptions indicate an articulation made
towards the back of an alveolar position or the front of the palate. The apical constriction is
made with more pressure than for an apical pulmonic stop, and thus has a wider area of
contact. In order to distinguish the place of articulation of this click from that of sounds
made further forward on the alveolar ridge, or with a smaller area of contact, the Xhosa
click which is orthographically ‘q’ is referred to as alveolopalatal in this work.

There are several possible explanations for the great deal of variation in the
description of the [!] click. Some descriptions indicate that the [!] click is made with an
alveolar closure initially, but with a palatal one immediately before release. A teaching
guide to descriptive phonetics of Xhosa (Louw et al. 1980) states that the click is produced
with the tip of the tongue against the palato-alveolar region. Another account of the
production of the Xhosa [!] states that the tongue tip is against the alveolar position
initially, and shifts to a palatal position as the tongue is pulled downwards (Wilkes 1987).
Yet, contrary to this account, the X-ray tracings in Figure 1 of the [!] click in !X&6 both
show an alveolar place of contact.

The third click type found in Xhosa is termed lateral. It is represented
orthographically as ‘x’ and is often transcribed [4] ([5] by the IPA prior to 1989). It has
been described as being made with the tip of the tongue on the alveolar ridge and the sides
of the tongue up against the side teeth, forming a completed "ring-like" closure, with the
closure broken by pulling the tongue away at one side from the side teeth (Louw et al.
1980, Wilkes 1987). Beach states that it is made with the tongue tip placed against the
alveoli and the sides of the tongue touching the teeth and gums (Beach 1938). While it has
not been noticed in Xhosa that the point of contact of the tongue blade varies during the
articulation of the lateral click, this can been seen in !X60, in Figure 1. The tongue blade
makes contact behind the alveolar ridge and the tip contacts the base of the teeth during the
click, but the blade no longer touches the back part of the alveoli immediately before release
of the closure.

It has been observed that in the Xhosa lateral click, the part of the side of the tongue
which is pulled away is near the back of the oral cavity (Louw 1977a). In Khoi languages
such as Korana and Griqua, it is the part of the side of the tongue which is more forward
which is pulled away, resulting in a somewhat different sound (Louw 1977a). The Xhosa
articulation results in a sound which is similar to that of the dental click in Khoi (Louw
1977a). Beach (1938), however, remarks that the lateral click is made the same way in
Zulu, Xhosa, Bushman and Nama: “with the influx generally made over a considerable
length of the side-edge (or edges) of the tongue and not at a single point” (Beach 1938).
Beach notes that in Xhosa, the release of the click may be at one or both sides of the
tongue, but more usually at only one side. A palatogram of a click in Xhosa which Beach
reports to be bilaterally released is shown in Figure 2c. The click has an alveolar closure
which does not touch the front teeth and covers the alveolar ridge. The sides of the tongue
do touch the side teeth, but not as extensively as for the [!] clicks in Figure 2a. The
bilateral release cannot be seen in a static palatogram, however.

The lateral click in Xhosa has been referred to as a lateral affricate (Louw et al.
1980, Beach 1938). The release of the click is usually accompanied by friction.

There is some degree of individual variation in the pronunciation of the lateral click.
Beach (1938) claims that the click may be released on either side of the mouth or on both
sides simultaneously, and that while the tip of the tongue is usually lowered slightly later
than the side or sides of the tongue, some speakers were convinced that air entered over the
tip of the tongue as well as at the side in their pronunciation of the lateral click.

10



It is apparent that the articulation of the Xhosa lateral click sound has not been
completely described. It is not clear whether the click release is simultaneous for most
points along a side of the tongue or not, and whether this varies across speakers. If we
take into account the reports of Beach’s speakers, it is also not clear whether the frication
noise of the click is due to the release of the side or sides of the tongue from near the upper
gums and teeth or to the release of the tip of the tongue from the alveolar ridge. Some of
the frication may be due to the influx of air from between the upper and lower teeth.

There is a great deal of variation in the descriptions of the click articulations in the
literature. Differences in terminology can account for some of the lack of agreement in the
literature about how clicks are produced. Undoubtedly, speaker and dialect variation can
also account for some of the differences in the descriptions. Careful descriptions of click
articulations which take into account variation between speakers and dialects, and provide
instrumental data illustrating the click articulations are called for. Unfortunately, an
articulatory study of this sort is beyond the scope of this paper.

B. Click accompaniments.

The dental, alveolopalatal and lateral click types occur contrastively with an oral,
voiceless, unaspirated accompaniment (Louw 1977a) which is also referred to as the radical
form of the click (Bill 1974, Wilkes 1987). Clicks with this accompaniment are usually
transcribed as [3, !, 8], and written as ‘c’, ‘q’ and ‘x’. They are transcribed here as [kj, k!,
k}] to provide a transcription which is parallel with those of other accompaniments.
Although the back closure must be released after the front closure, the symbol for the velar
closure precedes the click symbol in order to avoid any implication that there is a noisy
velar release. There seems to be some dialectal variation in the pronunciation of the
voiceless unaspirated accompaniment. Jordan states that all unaspirated voiceless stops,
including clicks, are ejective (Jordan 1966) and Louw notes that it is pronounced with a
glottal stop in the speech of many Rharhabe Xhosa (Louw p. c. 1989). Beach makes no
mention of these clicks being produced with a glottal stop, but states that these clicks in
Xhosa and Zulu are pronounced with a practically silent velar release, unlike those in Nama
(Beach 1938). The silent velar release would be consistent with a closed glottis.

Clicks also occur contrastively with a voiceless aspirated accompaniment, and are
often transcribed as [lh, th, llh], and written as ‘ch’, ‘qh’ and ‘xh’. They are transcribed
here as [kih, kth, kSh]. There is a period of aspiration following the release of both
closures. This period is characterized by burst noise or stricture friction immediately at the
release of the click and also by glottal friction. The noise of the glottal friction continues
beyond the cessation of the burst noise and continues up to the onset of voicing. The puff
of air in the aspirated stops of Xhosa may be more forceful than in English (Jordan 1966).

Only one contrastive oral click accompaniment involves some kind of voicing.
Clicks with this accompaniment are often transcribed as [1g, !g, 9] (Traill 1985), written as
‘gc’, ‘gq’ and ‘gx’, and are transcribed here as [gifi, g!fi, gbi]. The quality of voice in this
accompaniment has been described as oral and voiced (Jordan 1966), partially devoiced or
devocalized (Bill 1974, Wilkes 1987), murmured or voiced (Louw et al. 1980), and as
delayed breathy voice (Louw 1977a). Louw states that all murmured stops are initially
voiceless to some degree and that often the stop is voiceless up to the point of release with
the murmur being heard only on the following vowel (Louw 1977a). This accompaniment
will be referred to as breathy voice.

Clicks occur contrastively with a plain nasal accompaniment in Xhosa. They are
written ‘nc’, ‘nq’ and ‘nx’ and are often transcribed [1g, !y, 5g]. This accompaniment will
be referred to as nasal and transcribed [g3, 9!, ).

In addition to the plam nasal clicks, there is a click accompaniment represented in
the orthography as ‘ngc’, ‘ngq’ and ‘ngx’, which is transcribed here [, g!fi, gbA].
Clicks with this accompaniment type have been referred to as being voiced nasal
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compounds (Jordan 1966), nasalized murmured (Louw et al. 1980), and voiced aspirated
nasalized (Bill 1974). Some accounts suggest that what is represented in the orthography
as one click derives from more than one source and represents two distinct clicks for the
Rharhabe or western speakers of Xhosa. The distinction between these two sounds in the
speech of some Rharhabe Xhosa speakers is between what is called a prenasalized breathy
voice click in which there is not strong evidence of breathy voice on the nasal component
and a breathy voiced nasalized click in which the whole compound has breathy voice
(Louw pers. comm. 1989). Both of these clicks are in contrast with the plain nasal click.
The prenasalized breathy voiced clicks are derived from a synchronic rule of
prenasalization. The nasalized clicks which are breathy voiced are the result of borrowings
in which the nasal element was already present in a vowel following a click (Louw 1977a).
When necessary, these separate pronunciations will be referred to as prenasalized with
breathy voice and breathy voiced nasal. However, as most speakers do not make a
distinction between clicks which are prenasalized with breathy voice and those which are
breathy voiced nasal, clicks represented in the orthography as ‘ngc’, ngq’ and ‘ngx’ will be
usually referred to as nasalized breathy voiced clicks.

Another nasal compound which occurs in Xhosa is a prenasalized voiceless click,
written ‘nkc’, ‘nkq’ and ‘nkx’ and transcribed here as [gks, gk!, gkb]. This compound
does not have the status of an accompaniment as it is a derived compound, a sequence of
two segments, and not a single, contrastive segment. It is derived by the prenasalization of
an aspirated click. The aspirated clicks pattern with other aspirated stops by becoming
unaspirated when prenasalized (Louw 1977a).

2. The phonological system
A. Incorporation of clicks into the phonology.

We will start by looking at how the clicks were first incorporated into the sound
system of Xhosa. The borrowing of clicks into proto-Nguni has been called a "startling
invasion of the phonemic system of one language by another" (Haugen cited in Lanham
1964). This is an apt description of what happened to the phonemic system of Xhosa as
fifteen clicks as well as six other consonants were added (Lanham 1964) to produce the
current inventory, shown in Table 2.

Table 2: Xhosa consonant system based on Lanham (1964) and Davey (1975).

b
P t ts tf c k kx ka kS k!
b d d3 ] g gifi gSh gifi
ph th tsh t/h ch kh kih kSh  k!h
f s £ 4 1) X
v ooz 5 Y

1 J w
m n n 0 n s n!
mf ph mi ¥ plf
h
fi

While many clicks were borrowed into Xhosa, they were not borrowed
unsystematically. The Khoisan languages have much more extended click inventories than
do Xhosa or any of the other Nguni languages. In some San languages such as !X69,
there are five click types; labial, dental, alveolar, alveolopalatal and lateral. The Khoi
languages Naron and Nama share all these types except the labial. The bilabial click may
not have been part of the segment inventories of the languages which influenced Nguni in
that bilabial clicks were not borrowed. None of the Nguni languages has the click type
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transcribed /{/, which is variously described as alveolar, palatoalveolar and palatal. In
Xhosa, this click type seems to have merged primarily with the dental click type: Nama
/kuib-s/ 'willow' (cf. Xhosa /fumgifiunube/ 'Cape willow') (Louw 1979). It may be that
dental and /{/ click were merged because Xhosa does not contrast two anterior coronal
stops.

The number of accompaniment contrasts in Xhosa is reduced as compared with
Khoisan systems. The voiceless unaspirated clicks in Xhosa often correspond to the clicks
with glottal closure in Nama, as evidenced by related words such as Nama /k1’awe/ 'plan,
scheme' (cf. /kieba/ 'plan, scheme') (Louw 1977a). They also correspond to clicks with
aspirated and unaspirated voiceless accompaniments: Khoi /kihiri/ ‘rush past goal’ (cf.
/kila/ ‘hasten away’) and Khoi /kbo:/ ‘fall off, die’ (cf. /kbwela/ ‘grow thin’) (Davey
1975). Clicks in Xhosa with voiced, aspirated and nasalized accompaniments typically
correspond to clicks with like accompaniments in Khoi. Nasal clicks in Xhosa often
correspond to glottalized clicks followed by a nasalized vowel: Khoi /!’0/ ‘delay in doing’
(cf. /amaguguge/ ‘unwise, imprudent’) (Louw 1977a). As Xhosa does not have
phonemically nasalized vowels, the nasalization of the vowel was re-interpreted as
belonging to the click.

B. Synchronic status of the clicks in the phonology.

The synchronic status of the clicks in the phonological system can be seen by
observing their behavior in phonological rules.
1. Prenasalization. Prenasalization occurs with adjective stems, deverbatives, and noun
class 9 and 10 prefixes (Louw et al. 1980). The introduced nasal assimilates to the place of
articulation of the following consonant. When the consonant is a click, the nasal is realized
as a velar, indicating that clicks must be specified for the feature [+back], and possibly also
[+high]. But in X60, nasals assimilate to the anterior closure of a following click (Traill

1977).

The lateral click does not pattern with the lateral approximant when prenasalized.
The introduced nasal deletes before /l/ but not before any of the lateral clicks (Davey 1975).
The voiced and voiceless lateral fricatives become affricates after these nasals, which makes
them more similar to the affricated lateral clicks. Although not all [+]lateral] segments
behave alike with respect to prenasalization, the [-sonorant] laterals behave similarly, in that
nasals before these laterals do not delete. Clicks with nasal accompaniments behave like
pulmonic nasals in that they cause the nasal prefix to delete: underlying /i+N-+maNgathi/
becomes surface [ig1anga:thi] (Davey 1975). There is no change in accompaniment for the
nasal consonants. Nasal clicks, nasal pulmonic consonants and the lateral approximant all
cause a preceding nasal to delete, but as the clicks are generally considered to be obstruents
and therefore not [+sonorant], there is no straightforward way of grouping these together.

The anterior and velar closures of the clicks do not change when the click is
prenasalized. With the velaric suction mechanism intact, the clicks do not become
egressive. On the other hand, bilabial implosives become egressives when prenasalized:
[balisa] ‘tell’ (cf. [imbali] ‘story’) (Louw et al. 1980). The implosives can be characterized
as [+constricted glottis], a feature which is lost when prenasalized, but there is no reason
for clicks to be specified for this laryngeal property.

The nasal prefix affects the accompaniment of the following consonant, but not in
precisely the same way for clicks as for pulmonic consonants. Voiceless unaspirated clicks
become breathy voiced when they are given the class 9 prefix : [kiemfieleza] ‘recite’ (cf.
[ip|fiemificlezal), [k!wenga] ‘tear’, (cf. [ig!fiwenggal) and [kdak/a] ‘flabbergast’ (cf.
[igdfak/i]) (Louw et al. 1980). This is the origin of the so-called prenasalized breathy
voiced clicks in the Rharhabe dialect of Xhosa, and one of the origins of the nasalized
breathy voice accompaniment. Voiceless unaspirated stops do not become breathy voiced
when preceded by a nasal, but optionally become ejectives. The ejective variant of the
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voiceless unaspirated stops can also be found in word-initial position, but is more common
after a homorganic nasal (Davey 1975). Voiceless fricatives which are prenasalized do not
become breathy voiced like the voiceless unaspirated clicks, but become ejective affricates
(Davey 1975).

The voiceless unaspirated clicks and the voiceless unaspirated non-click consonants
can be considered to have different specifications for laryngeal features. Khumalo (1981)
considers the voiceless unaspirated non-click consonants to be ejectives, specified with the
features [-spread glottis] and [+constricted glottis]. These features need not change when
the consonants are prenasalized. If the voiceless unaspirated clicks are not [+constricted
glottis], then when prenasalized they assimilate to the voicing of the preceding nasal.
Being [+spread glottis], they will be breathy voiced. If all the voiceless unaspirated
consonants are assumed to share the same laryngeal specifications, then the different effects
of prenasalization could be accounted for by ascribing a certain feature to clicks such as
[+click] or [+velaric]. Only [+click] consonants would become voiced and [+spread
glottis] when following a nasal.

Clicks with the aspirated accompaniment pattern with pulmonic consonants with
this accompaniment. Aspirated consonants become unaspirated when following a nasal:
[kahwela] ‘peel’ (cf. {igkawela] ‘shaving’), [k!huba] ‘go forward’ (cf. [igk'ubo]
‘progress’), [kbhents/a] ‘dance’ (cf. [igkbents/i] ‘good dancer’) (Louw et al. 1980). These
derived click compounds are the so-called prenasalized voiceless clicks. Although
sometimes mistakenly considered a separate accompaniment, these are derived compounds.

The voiced consonants which are usually described as having breathy or delayed
voicing, and the breathy voiced clicks behave somewhat similarly when prenasalized.
Prenasalization of a breathy voiced pulmonic consonant causes the consonant to no longer
have any delay before the voicing starts (Louw, p.c.).

2. Tone. Clicks pattern with other consonants regarding tone. In Xhosa, all voiced
obstruents which are usually described as having breathy voice or delayed voicing, and all
breathy voiced nasals are depressors, or consonants that have a lowering effect on certain
tones. The oral and nasalized breathy voiced clicks are included in the group of depressors
(Davey 1975, Claughton 1983, Traill et al. 1987).

3. Phonological features. All of the front click closures can be specified as [+coronal]
and the back closures as [+back]. The features [anterior], [lateral], and [distributed]
distinguish the click types. Clicks may be separated into distributed (//, ///) versus non-
distributed (/!/); apical (/!/, //) versus laminal (//); anterior (//, //) versus non-anterior (/!/);
and lateral (/Il/) versus non-lateral (/l/, /!/). It is not clear, however, which features would
be optimal for describing the clicks as there is little phonological evidence concerning the
features indicating the place and aperture of the anterior constrictions of the clicks. It
should be remembered that the lateral click is phonetically lateral at the release phase, but
not during the closure phase. The dental and lateral clicks have affricated releases. These
facts give rise to the possibility of different phonetic feature specifications for the release
and closure phases.

The clicks can be said to share the same set of laryngeal features as the non-click
consonants: [spread glottis], [constricted glottis], [voiced], with depressors being those
consonants specified for the features [+spread glottis] and [+voiced]. The feature [nasal] is
needed in addition to the laryngeal features to distinguish between accompaniments.

There is phonological evidence that the velar click closure must be specified with a
feature, ie. {+back]. A preceding nasal will assimilate to the velar place of articulation of a
following click. This is an argument against considering the velar closure as a secondary
feature of the clicks in Xhosa. There are no restrictions on which vowel qualities may
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follow clicks in Xhosa. In !X63 and other Khoisan languages, however, there is a
constraint whereby only back vowels may follow back consonants, including clicks.

There is no phonological evidence that the dental and lateral clicks pattern with the
affricates. Given that the dental and the lateral clicks have affricated releases, one might
expect that they behave like contour segments, behaving like fricatives during the release,
and like stops before the release. There is no phonological evidence that the dental and
lateral clicks must be specified as [-continuant, +continuant].

Evidence from !X60 (Traill 1985) shows that the alveolar, and possibly the dental
click pattern with the other dental consonants in conditioning a rule of /a/-raising. There is
no clear phonological evidence in Xhosa that clicks which are [+coronal] pattern with
pulmonic coronals.

There is no evidence for the lateral click patterning with other laterals, though
laterality is clearly a salient phonetic detail of the release portion of these consonants. The
lateral click can be distinguished from the other clicks without the use of the feature
[lateral], and there is no evidence indicating that the closure phase of the click must be
[-lateral] and the release phase [+lateral].

There is much that is unknown about the feature values of clicks. The phonological
evidence does not show the status of features such as [continuant], {anterior], [coronal],
[lateral] and [distributed] with respect to clicks. An invariant acoustic property which is
argued to exist for some feature or place of articulation should also exist for clicks sharing
that feature or place of articulation. A feature such as [coronal] should have the same
definition for pulmonic stops and fricatives and clicks. Unfortunately, the work on
invariance has largely ignored clicks in the determination of acoustic properties of features.
It is not clear whether the phonetic properties of the features are the same for clicks as they
are for pulmonic consonants. This study of acoustic characteristics of clicks provides a
basis for the discussion of this issue.

3. Previous instrumental phonetic studies of clicks

While numerous descriptions have been made of the articulatory characteristics of
Xhosa clicks, little quantitative descriptive work has been done. With the exception of the
palatograms in Beach’s study, there exists virtually no published instrumental data on the
Xhosa clicks. An acoustic study can provide insights into the articulation of click types and
accompaniments. This is particularly important given the dearth of physiological data
available on the Xhosa clicks, and the confusion surrounding their precise articulations.
However, we can draw on the excellent and extensive data that are available for certain
Khoisan languages. Acoustic studies of clicks have been done on !X66 (Traill, 1985),
Naron (Kagaya 1978), and Nama (Ladefoged and Traill 1984).

Traill’s (1985) study on !X66 includes palatograms and x-ray tracings of click
articulations as well as wide and narrow band spectrograms. He also reported aerodynamic
data including oral and nasal flow, and oral and pharyngeal pressure, along with
waveforms of the clicks, and conducted a fiberoptic examination of the larynx.

Traill provides a fine articulatory description of the click accompaniments in X609,
and also has a few remarks about the acoustic characteristics of the click types. He
distinguishes the unaffricated alveolar and alveolopalatal clicks from the dental, lateral and
bilabial clicks which are released with friction and are longer. He notes that the lateral click
has energy at lower frequencies than the dental click, that the bilabial click has more low
frequency energy than the dental click and also has a more random distribution of noise,
and that the alveolar click has more high frequency energy than the alveolopalatal click.

Traill provides acoustic data on vowel quality in !X66 and gives one example of the
interaction between clicks and vowels. He remarks that the vowel /a/ is pronounced as
“either a lowered-high and slightly centralized vowel [+], or as a raised-mid central [3]”
when preceded by a “dental” consonant and followed by /if or /n/. The alveolar click // is
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mentioned as counting as a dental consonant for the purposes of this rule. No details are
provided as to whether dental and alveolar clicks of all accompaniments follow this rule.

Kagaya (1978) looks at the frequency characteristics of the dental, alveolar,
alveolopalatal and alveolar lateral clicks for one male speaker of Naron. Using wide-band
spectrograms, he notes the frequency ranges of click noise for each of these clicks,
dividing the clicks into a strong and weak intensity part. He also notes the frequency bands
within the regions of greatest intensity. He characterizes all clicks as having a wide
frequency range and strong intensity compared with pulmonic fricatives. He finds that the
alveolar and lateral clicks have a wide frequency range compared with the other two clicks.
The dental and alveolar clicks have the dominant intensity band of the click noise in a
relatively high frequency region while the alveolopalatal and lateral clicks have the
dominant intensity band in the low frequency region, with the affricated clicks showing a
downward shift in the frequency of the strong intensity band with time. He finds no
indication that the frequency distribution of the strong intensity band of the click burst is
influenced by either the tone of the syllable or the click accompaniment.

Kagaya also examines the duration of burst noise of the clicks, concluding that the
dental and lateral clicks have a long burst duration compared to the alveolar and
alveolopalatal clicks, although he claims that the difference in duration is generally smaller
than that between affricates and stops. He also states that “a bigger back cavity capacity
may be required for the long click noise type than for the short click noise type.”

In order to compare his acoustic measures with frequencies predicted by acoustic
modeling, Kagaya estimates the vocal tract shape for each of the four click types. He
estimates the lengths of the front cavity, which is the distance between the lips and the front
closure, the back cavity, and the constriction or anterior closure. His findings indicate that
the shorter the length of the front cavity, or the longer the length of the constriction, the
higher the resonant frequencies. The volume of the chamber between the two closures is
estimated as is the minimum pressure in this chamber. The dental and lateral clicks are
estimated to have the greatest negative pressure. Kagaya argues that central frequency is in
proportion to the pressure difference between the front and back cavity, so that the dental
and lateral clicks have higher central frequencies than the alveolar or alveolopalatal clicks.
However, this would predict that nasal clicks would have different spectra from oral ones.

Ladefoged and Traill’s (1984) study on clicks in Nama and X606 has measurements
of pharyngeal pressure, oral and nasal flow, waveforms, wide-band spectrograms and x-
ray tracings. They note that the dental and lateral clicks are more affricated than either the
alveolar or alveolopalatal click types. They note that the aspirated clicks tend to be
affricated after the release of the velar closure, and that “the back of the tongue moves away
from the velum more slowly in the aspirated than in the unaspirated clicks.” They note that
the lateral click has slightly lower mean frequency than the dental, and the /{/ click has a
higher mean frequency than the /!/ click. They also address the nature of the /{/ click,
noting that the click is palatal at the time of release.

This study expands on previous studies by considering spectral characteristics of
clicks before different vowels before a number of both male and female speakers. The
question of what coarticulatory relations exist between clicks and their neighboring vowels
is addressed. Temporal characteristics of clicks such as total duration, VOT, degree of
frication, and duration of closure are also examined.

4. Acoustic analysis

The data analyzed in this study were taken from a recording, kindly supplied by
Professors Louw and Finlayson, of four male and four female Xhosa speakers saying
words containing each of the 15 phonemic clicks before each of the vowels /i,e,a,0,u/.
There was one repetition for each click and vowel combination. For four of the speakers,
there were no tokens of a breathy voiced lateral click before /i/. For one male speaker, the
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set of tokens was incomplete. Recordings were done on a reel to reel recorder and then
transferred to cassette tape. The frequency response characteristics of the original
recording are unknown.

Wideband spectrograms were made of two male and two female speakers of the
fifteen contrastive clicks before each of the five vowels /i,e,a,o,u/. Spectrograms were
made using the Kay Sonagraph with speech sampled at 40,960 Hz. Frequencies range up
to 16,000 Hz, which is a wider range than typically used for consonants. This range was
used because clicks often have energy present in the very high frequencies. An analysis
bandwidth of 600 Hz was used.

In order to examine temporal characteristics of clicks, speech was low pass filtered
at 10,000 Hz and digitized at a Sample Rate of 11,128 Hz, with an 8 bit resolution.
Waveforms of the nine oral clicks were made for all eight speakers before the five vowels
/i,e,a,0,u/. Waveforms were made using the Macintosh SoundEdit program. LPC spectral
analysis was carried out using the Macintosh UCLA/Uppsala Soundwave program.

A. Temporal characteristics
The temporal characteristics of Xhosa clicks examined are: duration of frication
noise, click closure duration, voice onset time, and total click duration.

1. Affrication. Qualitative judgements concerning the duration of friction noise of each
of the three click types were made using spectrograms and waveforms.

As seen in Figure 3, dental clicks are made with an affricated release, shown by the
high degree of friction in the period before the onset of the vowel. The amplitude of the
burst and friction is typically low relative to the amplitude of the following vowel. The
amplitude is usually weakest at the onset and then remains relatively constant till the onset
of voicing. The burst typically has a gradual onset, low amplitude relative to that of the
vowel, and noise continues throughout the period of aspiration.

As seen in Figure 4, the alveolopalatal clicks are not affricated or made with a
prolonged release. This is in sharp contrast with the dental clicks. The noise at the release
of the click typically has a very sharp onset and high amplitude relative to that of the
following vowel. The amplitude decreases very quickly after this and there is very little
noise before the beginning of the vowel that would indicate affrication. The concentration
of energy in the first 10 to 20 ms of the release phase indicates that the release is made
quickly.

As seen in Figure 5, the waveforms of the lateral clicks are similar in many ways to
those of the dental clicks. There is a great deal of noise throughout the duration of the
release up to the onset of voicing which indicates affrication. It is of higher amplitude in
the initial part of the release, but is persistent throughout. The lateral click, like the dental
clicks is produced with a long constriction area and with a constriction release of a long
duration. The lateral clicks tend to be noisier and have sharper onsets than dental clicks.

The lateral and the dental clicks in Xhosa have affricated releases while the
alveolopalatal click does not. This concurs with data on the duration of click noise for
clicks in Naron. Kagaya (1978) shows the dental and lateral clicks as having a much larger
average click noise duration than either the alveolar or alveolopalatal clicks. In his data, the
dental and lateral click noise durations average 30 ms, with a range of 20-40 ms, while
the unaffricated clicks average only 10 ms, with a range of 5-20 ms.
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Figure 3: Waveforms of voiceless unaspirated dental clicks of
one female Xhosa speaker, before each of the five vowels.
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Figure 4: Waveforms of voiceless unaspirated alveolopalatal
clicks of one female Xhosa speaker, before each of the five
vowels. The waveform of the click before /i/ includes part of a
lateral approximant following the vowel.
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Figure 5. Waveforms of voiceless unaspirated lateral clicks of
one female Xhosa speaker, before each of the five vowels.
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2. Closure duration. Using waveforms, measurements were taken from the end of
regular voicing of the vowel preceding the click to the beginning of the burst associated
with the release of the front articulation of the click. These measurements are referred to as
click closure durations. They essentially measure the duration from the back click closure
to the release of the front click closure. Closure durations of the dental, alveolopalatal and
lateral voiceless unaspirated clicks were measured for seven speakers before each of the
five vowels fi,e,a,ou/.

As can be seen in Table 3, the click closure duration is longest for the alveolopalatal
clicks, followed by the lateral clicks. The dental clicks have the shortest closure duration.
Using the Fisher PLSD and Scheffe F-test, the difference in closure duration between only
the dental and alveolopalatal clicks was found to be significant at 99%.

Table 3: Mean closure durations with standard deviations for the three click types with the
voiceless unaspirated accompaniment, for one token before each of the vowels /i, e, a, o, v/
for 7 speakers.
Dental Alveolopalatal Lateral
mean s.d. mean s.d. mean s.d.
{127.7 314 [159.4 45.5 1143.5 449 |

3. VOT. The measure of the duration from the onset of the click burst to the onset of the
following vowel will be referred to here as voice onset time, or VOT. Measurements were
made using waveforms, as in Figure 6. VOT measurements were made for words
containing clicks made with each of the three oral accompaniments before each of the
vowels /i, e, a, o, u/ for 7 speakers. If there was a period of irregular voicing before
regular voicing began, measurements were made up to the point of the irregular voicing.

The lateral and dental click types might be expected to have longer voice onset times
than the alveolopalatal clicks, on the grounds that they are made with long constrictions in
the vocal tract and are usually described as having affricated releases. Mean VOTs and
standard deviations can be seen in Table 4.

Table 4: Mean VOT and standard deviations for the three click types with the oral
accompaniments of one token before each of the vowels /i, e, a, o, v/ for 7 speakers. (The
mean for the lateral breathy voiced clicks were before /e, a, 0, u/.)

Voiceless unaspirated Voiceless aspirated  Breathy voiced

mean s.d. mean s.d. mean s.d.
dental 50 20 133 28 47 19
alveolopalatal 45 22 131 30 26 9
lateral 63 32 137 39 42 10

The aspirated clicks obviously have much longer VOT than either the voiceless
unaspirated or the breathy voiced clicks. There is a tendency for the voiceless unaspirated
clicks to have a longer VOT than the breathy voiced clicks, although this effect cannot be
seen for all the click types. The breathy voiced clicks are typically not voiced during the
closure phase. There was found to be a significant difference between the voiceless
unaspirated and breathy voiced accompaniments for the alveolopalatal and lateral click types
(p<.01), using a two-tail, paired t-test. There was no significant difference in VOT
between these accompaniments for the dental click type.
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Figure 6: Waveforms of the voiceless unaspirated, voiceless
aspirated, and breathy voiced alveolopalatal clicks of one female
speaker of Xhosa before the vowel /e/. The waveform of the
voiceless unaspirated click also includes some of a lateral
approximant following the vowel.

All of the click types with the voiceless aspirated accompaniment have similar
VOTs. This would seem to be because the period of aspiration extends beyond the period
of frication, obliterating any effect of duration of frication on VOT. Any effect of click type
on VOT would be seen more strongly by examining clicks with the voiceless unaspirated
and breathy voiced accompaniments.

There is a distinct tendency for the more highly fricated dental and lateral clicks to
have longer VOTs than the alveolopalatal clicks, although this difference is not significant
across all accompaniments. All comparisons were made using paired, two-tail t-tests.
There were no significant differences between click types found for the aspirated clicks.
The dental and lateral click types were both found to have significantly different VOTs from
the alveolopalatal clicks (p<.01). The voiceless unaspirated lateral clicks were found to
have significantly different VOT from the alveolopalatal clicks with the same
accompaniment (p<.01). The voiceless unaspirated dental clicks had significantly different
VOT from the voiceless unaspirated alveolopalatal clicks, but only at a level of probability
<.05. For the voiceless unaspirated clicks only, there was found to be a significant
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difference in VOT between the dental and lateral click types (p<.05). So for this
accompaniment, dental clicks tend to have shorter VOT than lateral clicks.

4. Click duration. Total click durations were obtained by adding the click closure
durations to the VOTs. As click closure durations were only measured for the voiceless
unaspirated clicks, total click durations are calculated only for these. However, Kagaya
(1978) found no evidence of click duration being influenced by the accompaniment of the
click sound in Naron, or the tone, for that matter.

As seen in Table 5, the mean total duration of the voiceless unaspirated
alveolopalatal and lateral clicks were very similar, while the dental clicks have the shortest
mean duration. A preliminary study of duration in !X66 based on 60 tokens of 4 male
speakers, also found that voiceless unaspirated lateral clicks were the longest of the three
click types. They averaged 181 ms, while the voiceless unaspirated alveolopalatal and
lateral clicks averaged 168 and 171 ms, respectively (Traill 1991).

Table 5: Mean total durations with standard deviations for the three click types with the
voiceless unaspirated accompaniment, for one token before each of the vowels /i, e, a, 0, v/
for 7 Xhosa speakers.
Dental Alveolopalatal Lateral
mean s.d. mean s.d. mean s.d.
1179 29 1203 43 1207 43 |

B. Spectral characteristics
1. Click burst spectra. Spectra were made on the Kay DSP Sonagraph using power
spectra of speech sampled at 40,960 Hz, and filtered and analyzed up to 16,000 Hz, which
is a wider range than typically used for analyses of consonants. This range was used
because clicks often have energy present in the very high frequencies, although a range
extending up to 8000 Hz would have been sufficient. As the frequency response
characteristics of the original recording are unknown, and as the recordings were played
back into the Sonagraph using a tape recording with an upper limit of about 14,000 Hz,
frequencies above this are not reliably analyzed. The power spectra of the click bursts of
eight speakers for the voiceless aspirated, voiceless unaspirated and breathy voiced clicks
before the vowels /i/, /ef and fa/ were analyzed, giving 72 tokens of each click type, with
the exception of the lateral clicks. For four speakers, there were no tokens of breathy
voiced lateral clicks before /i/, and for one male speaker, there were no tokens of the
voiceless unaspirated lateral clicks before /i, €/. The spectra in this study were made using
a 25 ms window starting at the release of the consonant. Since the back click closure (cf.
IV.C.1) is released shortly after the release of the front closure, some noise from the back
release may be included in the 25ms window used.

As seen in Figures 7 and 8, the dental clicks have a diffuse spectrum and a great
deal of high frequency energy. Dental clicks typically have energy present from 0 to 9000
Hz, and energy of lesser amplitude present up to 16,000 Hz. The amplitude level of the
dental clicks is lower than that of the lateral or the alveolopalatal clicks. All of the dental
clicks before /i, e, a/ have a diffuse spectrum, and further, half have a falling shape.

Although the dental clicks all have energy present in a wide frequency range, there
are certain frequencies which contain higher amplitude energy. Of the clicks before /i, e,
a/, approximately 53% have the greatest amplitude energy present in a band approximately
1000 Hz wide which is centered between 1000 and 1200 Hz. A further 10% have
prominent energy centered within this range. All of the dental clicks have some energy
within this range, but for some tokens it is not prominent compared with energy in
neighboring frequencies. There were no consistent differences due to the vowels /i, €, a/.
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Figure 7: Mean spectra of the dental, alveolopalatal and lateral
voiceless unaspirated clicks before the vowels /i,e,a/ for two male
Xhosa speakers. Each curve is the mean of six spectra. Spectra
were averaged over only two speakers so dissimilar tokens were

not averaged together.

For the alveolopalatal clicks, as seen in Figures 7 and 9, there is typically one main
band of energy in the low frequency range. Above this band of energy, the amplitude
drops off rather quickly. Energy generally continues up to 5000 Hz, but it is typically of
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Figure 8: Spectra of voiceless unaspirated dental clicks of one
female speaker of Xhosa, before each of the five vowels.

very low amplitude relative to that in the lower frequencies. Energy may also continue up
to 9000 Hz or beyond, but is of much lower amplitude. For clicks before /i, e, a/, the
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center of the prominent energy band occurred within the range of 1300 to 1400 Hz for 39%
of the tokens, in the range of 1400 to 1700 Hz for 29% and in the range of 1000 to 1300
Hz for 19%. There is some tendency for the frequency range of this band to be higher for
the female speakers than for the males. The remainder of tokens either had the most
prominent energy above 1700 Hz, or had prominent energy in a band much wider than
1000 Hz. In many of the tokens, energy above the prominent low frequency band also
occurs in distinct peaks. For alveolopalatal clicks before /i, e, a/, there is a peak centered
between 2400 and 2700 Hz for 26% of the tokens. An additional 20% have a prominence
centered between 2000 and 2300 Hz. Some 68% of tokens have fairly prominent energy
between 3800 and 4800 Hz. It may be that all alveolopalatal clicks have audible energy in
this range which does not appear in spectra designed to show the prominent peaks, as it is
of such low amplitude relative to the low frequency band of energy. There were no
consistent differences due to the vowels /i, e, a/.

k!

A et A p—— prr—
o0 4 8 12 6
p m
!
; A Kle/ fklo/
t ro— ‘L ﬂ!‘ n 3 " —1 ! —- > — = — >
w0 4 8 12 16 10 48 1 16
d u
¢ d
/kla/ e /klu/

0 3 § 12 16 o0 & 3§ 1z 16

Frequency (in KHz)

Figure 9: Spectra of voiceless unaspirated alveolopalatal clicks of
one female speaker of Xhosa, before each of the five vowels.

The lateral click bursts, as seen in Figures 7 and 10, have a diffuse spectrum in the
frequency range of 0 to 5000 Hz. They often have energy up to 8000 Hz or beyond, but it
is typically of lower amplitude relative to energy below 5000 Hz. The energy in the
spectrum is greatest in three broad frequency ranges, which are lower for male speakers
than for female speakers. The spectrum can be delineated into prominence regions
presumably because of zeros caused by side cavities to the lateral channel of airflow. No
consistent effects of the vowels /i, e, a/ were seen.

The lateral click spectra of the four female speakers have high amplitudes in the low
frequency regions. All tokens had energy present between 1000 and 2000 Hz. In 88% of
the tokens, energy with either the highest or the second highest amplitude in the spectrum
occured in this range. In 35% of the tokens, energy in this region was as high or higher in
amplitude than energy elsewhere in the spectrtum. Energy in the low range was lower for
the male speakers, ranging from 900 to 1900 Hz. In only 25% of the cases did the highest
amplitude energy in the spectrum occur in this range.

The highest amplitude energy in the spectra of 68% of the female speakers occurred
within a second wide region of energy, which ranged from 2100 to 4000 Hz. For 12% of
speakers there was energy present in this region which was equal in amplitude to that in
other regions. The second region of the male speakers was lower in frequency. The
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majority of tokens, 72%, had the highest amplitude peaks between 2000 and 2900 Hz,
while another 9% had peaks in this range equal in amplitude to peaks in other regions.

The third main region of energy in the lateral click spectrum is between 4000 and
4800 Hz for the female speakers and between 3000-4500 Hz for the male speakers. Peaks
in these regions for 56% of female and 47% of male speakers had the second greatest
amplitude in the spectrum.
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Figure 10: Spectra of voiceless unaspirated lateral clicks of one
female speaker of Xhosa, before each of the five vowels.

The relevance of the spectral characteristics of the click bursts to phonetic feature

theory is discussed in IV.D.1.
2. Coarticulation. The degree of coarticulation between a stop consonant and a
following vowel can be examined by comparing the spectral pattern of the consonant burst
before different vowels. If vowel position is anticipated in the consonant, the burst will
show modifications that echo some characteristics of the vowels.

There were no consistent differences between the power spectra of the clicks before
the vowels /i, e, a/. In particular, no consistent effect of the high front vowel /i/ is seen.
This is the vowel which commonly causes extensive coarticulation effects with other
consonants. It is possible that certain vowel effects were not seen as the wide frequency
range used may have compressed information in the lower frequency region. However,
notable differences between the power spectra of the clicks preceding /i, e, a/ and those
preceding the rounded vowels /o/ and /u/ were clearly seen.

This effect is an expected result of anticipation of the rounding of these vowels.
This effect can be seen more clearly for the dental clicks if we compare spectra of clicks
before the unrounded vowels /i,e,a/ with those before the rounded vowels /o/ and /u/, as in
Figure 8. Those preceding the rounded vowels show a concentration of energy in the
lower spectral region resulting from attenuation of amplitudes in the higher frequency
range. The energy in the lower frequency band is greater in amplitude relative to the energy
above 10,000 Hz for the clicks before rounded vowels. In particular, they show a peak in
energy around 3000-4000 Hz. All of the dental clicks before /o, u/ have a diffuse spectrum
with the exception of the aspirated dental clicks of one male speaker, which have a
prominence around 2800 Hz.
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The effect of a rounded vowel on a preceding click can also be seen for the
alveolopalatal clicks, as in Figure 9. As for the dental clicks, those preceding the rounded
vowels show a concentration of energy in the lower spectral region, that is, below 2000
Hz. Energy occurs in a narrower band for the clicks preceding rounded vowels.

As seen in Figure 10, for lateral clicks preceding rounded vowels, there is less
energy in the higher end of the spectrum. The peak of energy which occurs below 2000
Hz tends to be at a lower frequency for clicks preceding a rounded vowel.

C. Characteristics of the back click closure

1. Duration. The back click closure must be maintained from the beginning of the click,
which is approximately concurrent with the cessation of normal voicing for a preceding
vowel, until after the release of the front closure. This timing of the back closure is
necessary for the production of a velaric airstream mechanism. Where the release of this
closure occurs is more difficult to determine. There are no published X-ray tracings
showing the release of the front and the back closures in separate frames. A velar release
burst is not easily seen in waveforms and spectrograms of the clicks. This is apparently
because the release of the back closure occurs quite soon after the release of the front
closure. The noise associated with the release of the back closure is obscured by the noise
of the front release. In the alveolopalatal clicks which have a less fricated burst, it is
sometimes possible to see a small burst occuring approximately 5 ms after the initial burst.
This is not visible in all tokens, however. Of the three alveolopalatal clicks in Figure 6, a
second burst can be seen in the aspirated click.

Aerodynamic records of Nama clicks made by Ladefoged and Traill (1984) provide
articulatory evidence that the back closure is released shortly after the front release. A drop
in pharyngeal pressure is associated with the release of the back closure. For voiceless
unaspirated clicks, pharyngeal pressure is approximately 7-8 cm H20 just prior to release
of the front click closure, with pharyngeal pressure dropping off sharply after the release.
Pharyngeal pressure also decreases at this time for the voiceless aspirated clicks, but the
decrease in pressure is more gradual.

2. Coarticulation
a). Effect of vowel on back closure. Other than knowing that the back closure of clicks in
Xhosa is typically described as velar, not much about its precise place of articulation is
known. It may be that the back closure of the click is retracted during the production of the
click so that the actual release is post-velar, and it may be that the back closure varies due to
the type of front closure. Additionally, it is not clear whether back click closures are
influenced by vowel context. Specifically, we may ask whether clicks before front vowels
are made with fronted velar closures. That is, does the back click closure behave like a
pulmonic velar stop, which is known to vary according to vowel context across languages?

In order to investigate the nature of the back click closure, a perception study was
carried out. Words containing dental, lateral and alveolopalatal voiceless unaspirated clicks
before the vowels /i, e, a, 0, v/ from 7 Xhosa speakers were digitized at 20 kHz on the Kay
Sonagraph. The noise of the release of the front click closure was removed by using the
Kay Sonagraph editing capabilities in an attempt to isolate the release of the back closure.
The resulting edited tokens were re-recorded onto tape. The stimuli contained the period of
aspiration following the burst of the front click closure and the following vowel, with an
inter-stimulus interval of approximately four seconds. A listening tape was prepared in
which these stimuli were randomized and grouped by speaker, in a forced choice task.
Each token appeared only once in the presentation.

The listeners, six phoneticians, were asked to classify the place of articulation of the
prevocalic segment into one of three categories; coronal, velar, or uvular. The reason for
including the coronal response was to reflect the assumption that for the affricated clicks,
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information about the front articulation is included in the noise after the initial click release
burst.

As listeners were given a forced choice, a confidence rating scale was also used.
Listeners were asked to rate the confidence of each categorization on a scale of one to three.
When analyzing the results, the response category selected by the listener was coded with
the confidence rating assigned (an integer between one and three). The categories which
were not selected were assigned a zero response, as were those which were assigned a one
rating. In this way, a token which was rated velar with a confidence rating of two would
be reported as a 66% adjusted velar response, and a token with a confidence rating of three
would receive a 100% adjusted response.

Listeners tended to avoid the coronal label for the alveolopalatal clicks, but this can
be considered to reflect characteristics of the front closure rather than the back closure. The
affricated clicks were labeled coronal more often than the alveolopalatal clicks.

Following vowel

OEE NN
= O o -

% Velar Adjusted Response

alveolopalatal dental lateral

Figure 11: Percent velar adjusted
responses for 6 subjects.

In Figure 11, which represents the percent adjusted velar responses grouped by
vowel, it can be seen that the stimuli containing /a/ were most confidently labeled velar. A
velar interpretation is also strongly favored for stimuli taken from the alveolopalatal clicks.
The strongest velar response was for the group of dental clicks with the vowel /a/.

Stimuli containing the front vowels /i/ and /e/ tended to favor a uvular interpretation,
as shown in Figure 12. This is particularly the case for the dental clicks. Obviously, this
percept is not attributable to coarticulation, since front vowels would be expected to
produce a more front back closure. It could instead reflect an articulatory dissimilation, by
which the back release of clicks is actually more retracted with front vowels than with back
vowels. Or it may be a case of perceptual compensation. In the context of front vowels,
listeners expect to hear fronted velars, so they interpret non-fronted velars to be uvular.
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Figure 12: Percent uvular adjusted
response scores for 6 subjects.

As tokens with /i/ produced the highest percentage of uvular responses and those
with /a/ the highest percentage of velar responses, formant transitions following these
vowels were compared. We found the highest uvular response rate for dentals with /i/, and
a low rate for laterals. But as seen in Figure 13, the difference between the onset of vowels
following dental and lateral clicks was marginal.

The dental clicks show marginally lower F2 and F3 than the lateral clicks, but as
seen in Figure 14, dental clicks also have the lowest F2 for /a/, where the response was
overwhelmingly velar. Given that the formant transitions are not significantly different, as
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Figure 13: F1 and F2 of /i/ averaged over 7 speakers for
the three contrastive oral clicks. Formant measurements
were taken at the vowel onset, and once during the
steady state portion of the vowel.
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Figure 14: F1, F2, F3 of /a/ averaged over 7
speakers.before the 3 contrastive oral clicks. Formants
were measured at the vowel onset and once during the
steady state portion of the vowel.

will be presented in section IV.C.2.b below, it seems more likely that these uvular
responses arise not from disimilation, but from failure to coarticulate with the following
front vowel. Listeners interpret transitions from non-fronted velars to be uvular. So there
is no perceptual evidence indicating that the type of back click closure varies due to the type
of front click closure or to that of a following vowel.

b). Effect of click type on vowel. There is no discussion in the literature of the effect of a
click on the articulation of a neighboring vowel in Xhosa. We might expect some
information about click type to be contained in the vowel onset transitions, as this is often
considered to be the primary cue for place of articulation of pulmonic stops. Alternatively,
vowels following clicks might be expected to have onset transitions which are indicative of
a dorsal consonant since the release of the back click closure follows the release of the front
one, and because F2 depends primarily on tongue body position.

In order to examine the effect of click type on vowel quality, measurements were
made of formants at the onset of the vowel, and during the steady state portion of the vowel
for the first three formants of the vowels /i, ¢, a, 0, v/ after dental, lateral and alveolopalatal
voiceless unaspirated clicks, for 7 Xhosa speakers were analyzed. Formants were
measured using LPC analysis on a Macintosh computer using UCLA/Uppsala Soundwave;
an analysis window of approximately 23 ms (256 points) was used. Formants were
measured in the middle of the vowel and at the onset of voicing, and averaged. To measure
the formants at the beginning of the vowel, a window was positioned so that it was
completely in the voiced portion of the vowel. No significant differences in the vowel
formant onsets were found for vowel by front click closure, using a repeated measures
ANOVA with the factors vowel and click type. There is no significant acoustic evidence
indicating that the vowel formant onset transitions vary due to type of front click closure.
As seen in Figure 14, the formant transitions do not show the convergence of F2 and F3 as
is typical of velar consonants. These transitions indicate that a remnant of both dorsal and
coronal gestures is present at the onset of the vowel following a click.
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D. Comparison between clicks and non-clicks. Clicks form a class of sounds
which have distinct acoustic and articulatory properties. Nonetheless, it is reasonable to
assume that there are certain characteristics shared between clicks and consonants made
with other airstream mechanisms, particularly given the fact that clicks were readily
integrated into the phonemic systems of Bantu languages.
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Figure 15: Wideband spectrograms of words containing voiceless
aspirated alveolopalatal and voiceless unaspirated dental clicks uttered
by a male Xhosa speaker.

1. Freguency. Although there are many spectral similarities between clicks and
pulmonic consonants, clicks in particular are characterized by a wide frequency range. In
Figures 15 and 16, it can be seen that clicks have energy in a wide frequency range as
compared with pulmonic stops [k] and [th]. Coronal fricatives and affricates have little
high amplitude energy in the low frequency regions compared with clicks. It has been
noted by Kagaya (1978) that clicks are characterized by a wide frequency range (almost 0
to 8 kHz) and strong intensity compared with other fricatives caused by the eggresive
airstream.
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Figure 16: Wideband spectrograms of words containing voiceless
aspirated dental and lateral clicks uttered by a male Xhosa speaker.

The bursts of dentals and other anterior stops are often considered to have a spectral
shape which is diffuse and are also characterized by a predominance of high frequency
energy (Stevens 1989, Blumstein 1986, Blumstein & Stevens 1979). These properties are
also found with dental clicks. Dart (1991) found that in French, apical dental burst
transient spectra have more energy above 3500 Hz than laminal dentals, and that the laminal
dentals, like the dental clicks, have an essentially flat spectrum.

Coronal consonants which are not anterior are usually characterized as having a
compact spectral shape (Blumstein 1986). The alveolopalatal clicks also have a compact
spectral shape. It can be seen that the alveolopalatal clicks do pattern with other consonants
in having a compact spectrum with a predominance of energy in the lower frequencies.
Pulmonic retroflex stops have the effect of bringing together F3 and F4 (Stevens 1989),
because of their large sublingual cavity. The presence of a similar cavity can be assumed
for apical alveolopalatal clicks.
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Figure 17: Power spectra of Zulu laterals, (a) voiceless
lateral fricative, (b) voiceless lateral click

The lateral click bursts share certain acoustic characteristics with other laterals.
Lateral clicks and lateral approximants typically have a raised F3, with energy at 3000 Hz
and above. As was seen in Figure 14, lateral clicks had a slightly raised F3 compared with
the other clicks. While lateral approximants typically have energy around 1200 Hz, the
lateral clicks typically have a prominence between 900-2000 Hz. The similarities between
lateral clicks and other laterals can be seen clearly by comparing the spectra of lateral
fricatives with those of the clicks. Unfortunately recordings of lateral fricatives in Xhosa
were not available, but those of the closely related language Zulu were, from other UCLA
projects. The spectra of a lateral click and a lateral fricative before the vowel /a/ can be seen
in Figure 17. Both consonants have a similar spectral range and shape. The spectra both
show energy corresponding to the second formant roughly around 1200 Hz, and
significant energy above 3000 Hz. Both spectra have a zero around 1800 Hz.

2. Amplitude. Clicks are characteristically strong in intensity compared with pulmonic
consonants. This can be seen in Figure 18 which shows that clicks in final, unstressed
syllables are of greater amplitude than pulmonic stops in the same environment. Although
there can be a great deal of variation in the amplitude of clicks, they are typically much
greater in intensity than pulmonic stops.

The difference in intensity between clicks and pulmonic consonants is related to the
difference in degree of change in intraoral pressure upon the release of the stop closure.
Pulmonic stops typically have an intraoral pressure of 7-8 cm H20O. The back click
closures are similar to velar consonants in that pharyngeal pressure before release is
approximately 7-8 cm H0, at least for the clicks in Nama (Ladefoged & Traill 1984).

Clicks are made with an ingressive airflow and have a negative intraoral pressure.
Based on data in !X606, Kagaya (1978) estimates the minimum pressure in the cavity
between the front and the back closure for the three click types. The dental and lateral
clicks are estimated to have the lowest minimum pressures, -75 and -70 cm H»>0,
respectively. The alveolopalatal click is estimated to have a minimum cavity pressure of
-50 or -60 cm H20. All of the clicks are estimated to have very low minimum pressures.
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Figure 18: Waveforms of words spoken by two female Xhosa
speakers (the top two panels are of speaker KP and the bottom two of
speaker VS) illustrating voiceless aspirated dental clicks and alveolar
stops in a word-final, unstressed syllable.
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The change in pressure experienced during the production of a click is greater than the
change in pressure associated with pulmonic consonants. However, it is not clear if the
relationship between negative pressure and intensity is the same as for positive pressure.

Excluding bilabial clicks, for which no data are available, the further front the front
click closure is, the lower the estimated minimum pressure. It is also the case that the
clicks with the lowest minimum pressures are the affricated clicks, however, the
alveolopalatal click is typically higher in amplitude than the affricated clicks. Presumably
because they are affricated and thus have a more gradual change in pressure upon release,
the dental and alveolar lateral clicks are lower in amplitude. It has been claimed that the
amplitude of the burst of pulmonic stops increases the further back the place of articulation
(Dixit and Brown 1978). This is also the case for the clicks.

3. Temporal characteristics. It has been shown that the dental and lateral clicks are
more affricated than the alveolopalatal clicks. We will now consider whether these
affricated clicks are similar in duration and amplitude of friction to pulmonic affricates, and
whether the unaffricated clicks are similar to pulmonic stops.

Although the period of frication of clicks is much shorter than that seen in pulmonic
fricatives and affricates, clicks have longer mean durations than either pulmonic stops or
affricates. For instance, in one study, affricates averaged 123 ms (s.d. 42) and stops 89
(s.d. 34) (Crystal and House 1988b) while the shortest clicks (dentals) averaged 179 ms
(s.d. 29). It must be remembered, however, that these measurements were made from
tokens in running speech.

The lateral and alveolopalatal clicks have longer total durations than the dental
clicks. For pulmonic consonants, mean durations of stops tend to be much shorter than the
mean durations of affricates (Crystal & House 1988b). We might expect the alveolopalatal
click to have a much shorter total duration than either of the affricated clicks, but even
though the alveolopalatal clicks have shorter VOTs, they have longer closure durations.
Kagaya (1978) says that the difference in duration between the affricated and unaffricated
clicks is not as great as the difference usually seen between pulmonic affricates and stops.
With respect to total duration, clicks fail to behave like pulmonic stops and affricates.

Although the closure durations are not a direct measure of the duration of the front
click closure, but of the time between the back closure and the front release, click type does
influence the closure duration. The alveolopalatal clicks, which are made with the most
back front closure, have the longest mean closure duration. The dental clicks, which have
the most anterior front closure of all the clicks, have the shortest closure duration. Other
studies have not shown that the closure duration will be longer the further back the place of
articulation (Crystal and House 1988a). Unlike pulmonic affricates which typically have
shorter closure durations than pulmonic stops (Umeda 1977, Maddieson 1980),
unaffricated alveolopalatal clicks have a longer mean closure duration than affricated clicks.
This is evidence for affrication being a physiological by-product rather than a linguistically
distinctive property.

4. Coarticulation. Coarticulatory relations between clicks and vowels are less extensive
than those between other consonants and their following vowels. However, this is not
surprising, considering that the tongue body cannot so freely vary its position in clicks.
Presumably both the front and the back of the tongue have to be in particular positions to
produce the consonant. Coarticulation involving the tongue position of vowels must be
limited. (This is similar to the constraints observed in vowel to vowel coarticulations
across a consonant with a secondary palatal or velar articulation.) The only coarticulation
effect seen is that due to the anticipation of vowel rounding, since this does not involve a
gesture used in the click prodution.
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Although there was no significant effect of click type on vowel quality in Xhosa,
the place of front click closure can influence the quality of an adjacent vowel in X606 (Traill
1985), where the alveolar click patterns with dental consonants in conditioning a rule of /a/
raising.

5. Conclusion

At the beginning of this thesis, it was noted that the uniqueness of clicks causes
them to be difficult to incorporate into classificatory systems. It has been seen that all
clicks share some acoustic properties which could be used as the acoustic definition of a
feature. Because affricated and unaffricated clicks do not pattern with pulmonic stops and
affricates with respect to closure duration and total duration, this is evidence for affrication
being a physiological by-product rather than a linguistically distinctive property. The
alveolopalatal clicks pattern with non-anterior coronal consonants in having very compact
release spectra and a predominance of energy in the lower frequencies. Like pulmonic
laterals, the lateral clicks have energy at 3000 Hz and above. Lateral clicks have a
prominence between 900 and 2000 Hz, and lateral approximants typically have a
prominence around 1200 Hz. Coarticulatory relations between clicks and vowels are less
extensive than those between other consonants and their following vowels. Neither the
front nor the back click closure varies much according to vowel context.
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VOWEL PERCEPTION IN A SECOND LANGUAGE
Barbara Blankenship

INTRODUCTION

The relationship between a listener's identification of a vowel and the vowel's acoustic
properties is an important question in language perception research. Although it is apparent that the
way a speech sound is produced depends on the language background of the speaker, it is less well
known that a listener's interpretation of speech sounds is also affected by his language experience.
The purpose of this paper is to explore speech perception among bilingual listeners.

It is well established that the location of the first three prominences (formants) of the
frequency spectrum of a vowel are highly correlated with the perceived identity of the vowel. If
one ignores rhotacized vowels such as that in the American English pronunciation of "bird", the
frequencies of the first two formants provide sufficient information to differentiate all the remaining
English vowels. (Whether this is the information actually used by listeners is a separate question.)
The frequency of the first formant (F1) correlates roughly with what may be called the height of the
tongue and that of the second formant (F2) correlates roughly with how far forward the bulge of
the tongue is located when pronouncing the vowel. Thus it is possible to draw an approximation of
the tongue position for any vowel by plotting the frequency of F1 on the vertical axis and the
frequency of F2 on the horizontal axis of a graph. Fig. 1 shows the F1 and F2 frequencies, and
thus the nominal tongue positions, for five American English vowels, based on the Peterson and
Barney (1952) average values for 33 male speakers. To facilitate comparison with conventional
vowel charts, the figure has its point of origin in the upper right corner, with F1 along the abscissa
and F2 along the ordinate.

The single point for each vowel is an idealization. In actual speech, a vowel has slightly
different values of F1 and F2 each time it is spoken, due to the influence of nearby segments in the
utterance and to random variation. Thus a more accurate picture of the vowel's range of
possibilities is a larger shape on the graph, as shown in Fig. 2, (based on Disner's (1983)
representation of the Peterson and Barney (1952) data for 33 male speakers.) Such a shape is
referred to here as a vowel area.

The graph provides not only a picture of the possible tongue positions in speaking, but also
a convenient abstraction for the "map" a listener might use in distinguishing the vowels he hears, if
one assumes that the listener identifies each incoming vowel sound by normalizing it for the
particular speaker, then comparing it to a mental map of vowel formant frequencies. A listener's
mental map may not look like this graph, but the graph enables us to compare perceptual
differences between listeners. An experimental subject identifies sounds near the center of a vowel
area very consistently. Sounds near the edge of an area, particularly where two vowel areas
overlap, are identified less consistently. The regions of uncertainty, though similar, are not
identical across speakers of the same language.

This paper will investigate the variation in such maps due to language experience,
specifically whether the listener is monolingual or bilingual.

Vowel Perception Research

Much of the experimentation in vowel perception has been concerned with establishing the
average response to stimuli by speakers of a given language. (Synthesized vowel stimuli:
Ainsworth and Millar, 1971; Fox, 1984; Nearey, 1989; Johnson, 1989; Miller, 1989; Beddor and
Hawkins, 1990. Natural vowel stimuli: Peterson and Barney, 1952; Fox, 1982, and others). A
related area of investigation is the cross-language study of vowel perception, in which monolingual
speakers of different languages are shown to contrast in their responses to the same stimuli.
(Synthesized vowels: Stevens, Libermann, Studdert-Kennedy, and Ohman, 1969; Terbeek, 1977.
Natural vowels: Flege and Hillenbrand, 1984; Munro, 1990; Bohn and Flege, 1990.) Willis
(1971) has also described single-language dialect differences reflected in vowel perception.
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Typically the listeners in these experiments have been native speakers of the language or
dialect under study. Second-language (L2) vowel perception, and the effect of second-language
learning on native language (L1) vowel perception, are less widely investigated. Yet there are
interesting questions to be answered in connection with second language acquisition. Consider
what happens when a person learns a second language. Since it is unlikely that the two languages
will have identical vowels, the learner cannot use his unaltered L1 map to perceive L2 sounds. Not
only is L2 likely to have new vowels that don't correspond to any L1 area on the map, but there
will also be similar vowels in L1 and L2 whose map areas overlap only partially. There might be
two L2 vowels occupying the area of a single L1 vowel, requiring a finer grained map for L2.
Given such possibilities, the following questions emerge.

1. Does the listener have separate maps for each language, or is his original map merely
modifed to accommodate the new language?

2. Does learning a second language alter the listener's perceptual map for sounds in his first
language?

3. Might the answers to these questions be different depending on how much L2
experience the listener has, which languages are involved, or even which vowels are
involved?

Let us examine the considerations of point 3 in more detail.

Amount of L2 Experience

Elman et al. (1977) used English-Spanish bilinguals in a study of perception of voice onset
time (VOT) after voiced and voiceless stops. Subjects' fluency in each language was rated on the
basis of recorded conversation and a list of test words. The lower of the two fluency ratings
determined the strength of bilingualism for each subjects. The study found that strong bilinguals
appear to have two separate perceptual targets for differentiating voiced from voiceless stops (voice
onset time (VOT) after b and p), depending on whether they are listening in English or Spanish.
Weak bilinguals differentiate voicing at the same VOT in both languages.

Bohn and Flege (1990) found that for L2 phones that do not have a close correlate in L1,
experienced and inexperienced bilinguals may use different perceptual cues. Native German
speakers with more English experience differentiated English [#] (for which there is no similar
German sound) from [€] (for which there is a very similar German sound) primarily on the basis
of formant frequencies, as do native English speakers. Native Germans with less experience did
not make a strong frequency distinction, but differentiated the same pair of vowels on the basis of
duration.

Which languages are involved (Familiar vs. unfamiliar phonetic cues)

Tees and Werker (1984) found that native English learners of Hindi could learn to perceive
non-English contrasts such as that between the breathy voiced dental stop /db/ and the voiceless
aspirated dental stop /th/. Although the Hindi glottal state contrast does not correspond to anything
in English, the VOT difference between the two phones falls across the English VOT boundary.
The same learners could not perceive the contrast between the Hindi dental and retroflex voiceless
stops /t/ and /f/ because there was no English parameter that would give them a cue to retroflexion.

English listeners can relate Hindi /dh/ and /th/ to the two separate English sounds /d/ and /t/.
But Hindi /t/ and /i both relate to the single English sound /t/.

Munro (1989) found that monolingual English speakers used frequency cues, but
monolingual Arabic speakers used duration cues, to categorize unfamiliar French vowels that were
systematically varied in formant frequency and duration. The Arabic speakers probably paid more
attention to duration cues because Arabic has phonemic contrasts in vowel length. When L2
learners have a choice of cues, they use the cue that is familiar from past language experience.



On the other hand, Flege and Bohn (1989) found that native Spanish speakers
differentiated English [i] and [i] on the basis of duration, even though duration is not contrastive in
Spanish. Since both English phonemes were equated with Spanish [i] in terms of formant
frequencies, they shared an area on the English learner's F1 and F2 map, requiring the use of
additional cues to differentiate them.

Which individual segments (Presence vs. absence of similar segment in L1)

Flege and Hillenbrand (1984), investigating experienced native English speakers of
French, found evidence that for L2 vowels that do not have a close correlate in L1 (such as the
French [y]), the L2 learner develops a new perceptual area for the novel vowel. But L2 vowels that
do have a close correlate in L1 (such as the French [u]) are judged to be equivalent to the L1
vowel, and thus share the L1 area on the listener's perceptual map instead of acquiring their own
area, even when the shared area may be relatively inaccurate for the L2 vowel. L1 phonetic
experience thus impedes the formation of an accurate 1.2 perceptual target for a similar sound.
"Judging acoustically different phones as belonging to the same phonetic category seems to
underlie the process of speech perception. The continued operation of this perceptual process in L2
learning may lead to inaccurate perceptual targets for L2 phones." (Flege and Hillenbrand, 1984,
p. 719). Thus for similar L1 and L2 sounds, contrary to Elman et al . (1977), experienced
bilinguals did not appear to have separate perceptual maps. (But note that Elman et al . investigated
consonants, which may be less readily judged as equivalent across languages.)

To summarize, "similar” L2 vowels map onto L1 vowel areas. (It has not been established
how close together the vowels must be in order to be categorized as similar, whether similarity
resides only in spectral cues, or whether different sets of vowels are similar for different listeners.)
When L2 users must distinguish sounds that share a map area, they resort to other cues, preferably
those known from L1. Of the studies just described, only those of Flege used bilingual subjects
listening to vowel sounds. Each of his studies was concerned with how bilinguals differentiate
between two L2 vowels that have varying degrees of similarity to an L1 vowel. Table 1
summarizes the vowels studied.

Reference L1 L1 vowel L2 L2 vowels
Flege and Hillenbrand English [u] French [u] [yl
Bohn and Flege German [€] English [e] [e]
Flege and Bohn Spanish [i] English [1] [£]

Table 1. Vowels used in some previous bilingual studies

Topic of this study

It appears that no bilingual study has looked at more than two L2 vowels at a time. It would
be interesting to have a more complete L2 perceptual map in order to determine how novel and
non-novel vowels affect each other and how the L2 map relates to the L1 map for an individual

speaker.

To explore a broader range of L2 vowels, this study used native speakers of a 5-vowel
language (Spanish), who have had to acquire additional vowels when they learned a second
language (English). By comparing the Spanish vowel perception of these listeners to that of
monolingual Spanish listeners, we can ascertain whether the vowel maps for the two groups are
different and thus infer whether a change has taken place in the bilinguals' L1 map due to second
language acquisition. By comparing the bilinguals' English vowel perception to their Spanish
vowel perception, we can discover differences and similarities between the L1 and L2 vowel maps
and speculate on the perceptual strategies used in L2.

From the general hypothesis that L2 and L1 perception have no effect on each other, two
specific hypotheses were to be tested:
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- There is no change in the L1 vowel map due to L2 acquisition. Bilingual native Spanish
speakers will exhibit perceptual areas for Spanish vowels that are centered at the same F1 and F2
values as those of monolingual Spanish speakers, (analysis 1).

- The L2 vowel map is not the same as the L1 vowel map. Vowel tokens with identical F1
and F2 will be identified by bilingual listeners as different vowels, depending on whether they are
listening in Spanish or English, (analysis 2).

Having the subjects listen to stimuli over an entire vowel map would have made the test sessions
unworkably long. Therefore the non-low back vowels, which in any case offer additional
complications due to rounding, were omitted. To eliminate allophonic and coarticulatory effects
that might be different across the two languages, the investigation was limited to isolated vowels.
Only the frequencies of the first two formants (F1 and F2) were varied, since they are easy to
measure and control experimentally, and are widely identified as major cues to vowel identification
in English. Other formants and such other phonetic cues as formant bandwidth and amplitude,
vowel duration, and inherent spectral change were not varied.

METHOD
Stimuli

Front vowel stimuli were created using a Klatt formant synthesizer (cascade branch). F1
and F2, the independent variables, were varied according to the experimental design (see Choice of
F1/F2 variables, below). F3 was calculated from F1 and F2 using the formulas described in
Nearey (1989). F4 through F6 were left at the synthesizer's default values. The bandwidths of F1
through F3 were 50, 100, and 104 Hz, respectively, as in Fox (1984). The bandwidths of F4
through F6 were left at the default values. Values of the invariant parameters are shown in Table 2.

Formant Frequency Bandwidth

F1 50
F2 100
E3 104
F4 3500 200
F5 4500 200
F6 4990 500

Table 2. Invariant parameters in this experiment.

The FO frequency and amplitude of voicing were ramped for a more natural sound, with the
same ramp for each stimulus. The FO frequency was interpolated from 100 Hz at 0 msec to 110 Hz
at 20 msec, then to 80 Hz at 200 msec. The amplitude of voicing was interpolated from 50 db at 0
msec to 58 db at 180 msec, then to 45 db at 200 msec. These values were arrived at by trial and
error. After synthesis the peak amplitudes of the stimuli were equalized.

A pilot study testing durations for the vowels and interstimulus intervals had shown that
naive subjects are very uncomfortable identifying stimuli of short duration (140 msec) or with
short interstimulus intervals (2.5 sec), but reasonably confident with stimuli of 200 msec and an
interstimulus interval of 3 seconds. The stimuli for this experiment were therefore set at 200 msec,
with a 3 second interstimulus interval.

The stimuli were presented in blocks of 6; there was a 7 second pause between blocks.
There were 36 stimuli, each presented 5 times within S pseudo-random orders, for a total of 180
tokens.

Choice of F1/F2 variables )
In order to discover the monolingual Spanish and English regions of uncertainty for this
kind of stimuli, a pilot study was run with 4 Spanish and 4 English speakers, using synthesized
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front vowel stimuli where F1 and F2 varied uniformly by 100 Hz. Spanish monolinguals
disagreed within and between subjects on vowel identifications in the two regions shown in Fig. 3:
F1=400 Hz, F2=1900-2300 Hz and F1=700, F2=1400-1600 Hz.

The first of these regions of uncertainty corresponds to the Spanish [i/e] boundary,
whereas for the four English listeners it was within the region for [e] or [€] or at the [e/€]
boundary, depending on the listener. The second region corresponds to the Spanish [e/a] boundary
and was in the middle of the [#] region for the English listeners.

In acquiring English, a Spanish speaker would have to learn to identify some English
vowels that are centered in regions where no Spanish vowels are centered. Thus bilinguals’
responses to stimuli in such regions can tell us something about how the perceptual map has
adjusted during L2 acquisition. Stimuli for the main experiment were therefore concentrated around
the two regions of uncertainty revealed by the pilot experiment, with a few surrounding stimuli for
fuller coverage. Figure 4 shows F1 and F2 values for all stimuli. Stimuli that are nearer the top of
the figure are high vowels; those nearer the right are back vowels, as in the previous figures. The
stimuli cover portions of the perceptual regions for /i/, /fe/, and /a/, in Spanish, and /i/, /i/, /e/, f¢/,
/=/, and /a/ in English.

The ideal spacing for stimuli in the areas of concentration would be the just noticeable
difference (JND), about 20 Hz for F1 and 100 Hz for F2 in the high-vowel region, and about 30
Hz for F1 and 80 Hz for F2 in the low-vowel region for tasks similar to this one (Flanagan 1955).
Since such density would yield an unworkably large number of stimuli in the high-vowel region,
stimuli were added only at alternate JND positions in that part of the F1/F2 grid, creating the
sparser pattern shown at F1=350-450 in Fig. 4.

In addition to the regions of concentration, stimuli were added at F1=600, F2=1700-1900
in order to locate the boundary between English [¢] and [«] for bilingual speakers, a boundary that
had not been revealed by the pilot experiment.

Tokens of one extreme [i] (F1=200, F2=2400) and of one extreme {a] (F1=750, F2=1200)
were included as performance criteria. Any subject who failed to identify these stimuli as {i] and [a]
respectively was eliminated from the analysis. (See Criteria, below.)

Subjects

Subjects who successfully completed the experiment (see Criteria, below) were twelve
monolingual Spanish speakers and twelve bilingual speakers whose first language was Spanish
and second language was English.

The monolinguals were twelve adult females born in Mexico who now reside in Los
Angeles and have lived in the United States from 6 months to 21 years. All had grown up in
Spanish-speaking homes and continued to speak only Spanish, although their children and some of
1their spouses use English outside the home. None had lived in any other countries or studied other
anguages.

The bilingual subjects were two adult males and ten adult females. One was born in
Ecuador, one in Peru, eight in Mexico, and two in the United States. All had grown up in
monolingual Spanish-speaking homes. Four of them had started learning English when they
entered U.S. schools at age S or 6; the others had begun learning English when they moved to the
United States at ages 7 through 23. They now speak both English and Spanish at home and in
other daily contacts. None had lived in any other countries nor studied other languages.

Procedure

Each subject listened to a tape with the 180 stimuli, played on a Marantz PMD 340 cassette
recorder with Calrad 15-118 earphones. To reduce order effects, four tapes with different random
orders were used, with three monolingual and three bilingual speakers listening to each tape. Each
tape lasted approximately 15 minutes.



The monolingual speakers listened to the tape one time, using a Spanish response sheet that
had 'piso peso paso’ (floor, peso, step) printed on each line. The lines were grouped in blocks of
six with a blank line between blocks, to correspond to the spacing of the stimuli on the tape.
Subjects were required to mark one word on each line, using one line for each sound they heard on
the tape. They were instructed to mark the word that contained a vowel most like the stimulus
sound, to try to respond to each stimulus, and to guess if necessary. They were assured that there
were no right or wrong answers.

The bilingual speakers listened to the tape twice on separate days, using the Spanish
response sheet on one day and an English response sheet with the words "read rid raid red rad rod"
on the other. Half of the bilinguals used the English response sheet first and half used the Spanish
response sheet first. Each bilingual heard the same tape for both sessions, so that any order effects
would be comparable over the two sessions. But subjects were told that they were listening to "the
Spanish tape" or "the English tape". This fiction, along with the lanfiruage of the answer sheet, was

intended to put the subject into the right perceptual set for each test.

Prior to testing, each subject was interviewed informally and the answers were tape
recorded. The interview covered language background, ages of residence in various linguistic
situations, and current language environment. Subjects were also asked to read aloud the words
from the response sheet as a criterion test (See Criteria, below.) Monolinguals were interviewed in
Spanish, bilinguals in English.

A practice tape and response sheet in the appropriate language were provided at the start of
each test session. Subjects were allowed to adjust the volume of the recorder during the practice.
Subjects were not allowed to adjust the volume or to pause during the actual test. Three subjects
who did not want to continue were excused at the end of the practice.

Criteria

A subject's responses were used if they passed the criteria listed below. The first two were
designed to ensure that subjects had adequate hearing and reading skills and understood the test
situation. The last two were intended to eliminate subjects whose linguistic skills were
inappropriate, such as speakers of unusual Spanish dialects or bilinguals who hadn't acquired all
of the English vowels.

1. Subject identified all instances of the stimulus F1=200, F2=2400 as [i] and all instances
of the stimulus F1=750, F2=1350 as [a] when listening in Spanish.

2. Subject left no more than 6 answers blank.

3. Subject used all of the possible response categories: [i,e,a] in Spanish and (if bilingual)
[ii,e,e,2,a] in English.

4. Subject had 3 Spanish phonemes and (if bilingual) 6 English phonemes when he read
the words from the response sheet aloud.

All subjects met criterion 4. Of the monolingual subjects who completed the test, three
failed to meet criterion 1, two failed criterion 2, and two lost their place on the answer sheet. Of the
bilingual subjects, one failed criterion 1, two failed criterion 2, eight failed criterion 3, one failed to
return for the second session, and one was accidentally assigned the wrong tape to listen to. These

1 The inclusion of ‘raid’ in this set may seem curious, since the English /e/ phoneme is usually
realized as a diphthong. In a pilot study with four native English speakers, stimuli around
F1=300-400, F2=1900-2400, has elicited a majority of [I] responses when presented at a duration
of 140 msec, but a majority of [e] responses at 200 msec. Another pilot study with two native
English speakers showed them to be uncomfortable identifying 200 msec stimuli when there was
no [e] option on the answer sheet. Since the use of naive subjects required the use of 200 msec
stimuli (as explained in the Stimuli section above), [e] was included on the English answer sheet.
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21 were replaced with other subjects, although those who failed on criterion 3 proved to be of
interest in the light of subsequent results. The results of those eight subjects will be discussed
below, but not included in any statistical calculations.

RESULTS

The responses were pooled into three groups, monolingual listening in Spanish, bilingual
listening in Spanish, and bilingual listening in English. Analysis 1 compares the first and second
groups; analysis 2 compares the second and third groups.

Data for each subject were plotted on an F1 X F2 grid, (see Fig. 5a for representative
cases.) Only vowels that received 50% percent or more of the responses for a given stimulus were
included.

Individual monolingual subjects tended to respond very consistently, often with no overlap
between vowel areas. The largest overlap for adjacent vowel areas was 50 Hz for F1 and 100 Hz
for F2. The responses of bilinguals listening in Spanish were less consistent, and showed overlaps
as large as 100 Hz in F1 and 200 Hz in F2. Fig. 5a shows individual responses from two
subjects, one a typical monolingual and the other a typical bilingual subject responding in Spanish.
Fig. 5b shows the responses of the same bilingual subject listening in English, and the responses
of a speaker of General California English in the pilot study. (Due to different designs, the two
sections of the figure do not include an identical set of stimuli.) Small diamonds indicate stimuli for
which no vowel received more than 50% of the responses.

The responses of individual bilinguals listening in English were even less consistent, with
large areas of overlap, instances of a vowel occupying two separate areas, and occasional instances
of three vowels sharing an area. It is clear that for these listeners, F1 and F2 are not the only cues
used to determine vowel identity. Duration, intensity, and inherent spectral change are important
phonetic cues that were not included in this experimental design. We have no evidence whether the
bilingual listeners rely on such additional phonetic cues or on higher level (e.g., lexical)
information to identify English vowels.

By contrast, native English speakers in the pilot study responded with clear areas for each
vowel based on F1 and F2 alone (except for the duration cue that differentiates [i] from [e],
mentioned in the Procedure section above.)

Analysis 1

The first experiment compares the responses of monolinguals and bilinguals listening in
Spanish. Fig. 6 shows the total responses for both groups. Bilingual group responses in the
ranges of F1=200-300 and F1=400-750 were identical to those of the monolingual group. In the
range of F1=350-375, bilingual reponses included fewer [i]'s, resulting in a different [i] to [e]
boundary.

To determine whether this difference was significant, the mean and standard deviation of
F1 and F2 for all the [i] responses, all the [e] responses, and all the [a] responses in each subject
group were calculated, as illustrated in Fig. 7. T-tests of the group means for each vowel showed
no significant differences. Thus the response maps for the two groups are essentially the same.

A subject who hears a stimulus near the center of a vowel area on his perceptual map will
respond consistently with the same vowel, while for a stimulus near a boundary he might respond
to the various iterations with 2 or even 3 different vowels. The variation in responses averaged
higher for the bilingual group than for the monolingual group on 30 of the 36 stimuli. This
indicates that even though both groups have the same shape of response map for Spanish, on most
stimuli the bilinguals found it more difficult to judge what the vowel was. This may indicate that
English boundaries crossing the centers of Spanish vowel areas were causing a boundary-like
inconsistency even in the Spanish responses.
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Analysis 2

The second analysis compares the bilinguals' Spanish responses with their English
responses. As we saw in Fig. 5b, it is difficult to interpret the English responses by looking at
their position on the F1 X F2 map. The map of means and standard deviations shown in Fig. 8
provides a way of understanding the English data.

It shows that there is nearly complete overlap between [i] and [i], [e] and (¢}, and [®] and
fa]. (The unexpected ordering between [e]/[e] and [&]/[a] will be discussed below.) By contrast, a
similar map of two native English speakers from the pilot experiment (Fig. 9) shows distinct vowel
areas with an overlap only between [e] and [i], which in English are differentiated by duration (as
shown in the pilot study discussed in the Procedure section above).

Although it is tempting to view the pattern in Fig. 8 as comprising only three vowels rather
than six, the pattern does not occur for most of the individual subjects. Three of the individual
maps contain six distinct vowel clusters, three of the maps have four clusters, and one of them has
only two clusters. The remaining five maps do have three clusters, but only one of them groups the
English vowels in pairs as in Fig. 8. Thus the figure does not represent the behavior of subjects as
individuals, but only as a group.

It is well established that for native English listeners, F1 and F2 can be the primary
determinants of vowel identity. But the lack of a distinct F1 X F2 mapping for each vowel by the
bilinguals in this experiment indicates that additional parameters may be required by non-native
listeners.

In order to determine the relationship of the Spanish and English vowels for bilinguals,
English vowels whose F1 and F2 means were within 1 standard deviation of the means for any
Spanish vowel were charted. Table 3 shows the vowel proximities for the combined bilingual

group.
Spanish vowel English vowel Number of standard deviations

(i] (1] 2

(i] [i] 2
[e] e] 2
[e] [e] 1
[a] (2] 1
(a] [a] 2

Table 3. Proximity of English to Spanish perceptual vowels (bilingual group means).

Thus for this group the Spanish [e] has a strong tendency to map onto the English (€]
vowel area, and the Spanish {a] onto the English [&] area. No other English vowels were within 2
standard deviations of a Spanish vowel. The vowel means for both languages are shown in Fig.
10.

Since the English vowels are in three clusters, it is tempting again to see the bilinguals’
English pattern as a 3-vowel scheme based on the Spanish phonemes. But only five individual
subjects displayed this pattern. Other patterns included English vowels that were not near (within 2
standard deviations of) any Spanish vowel, Spanish vowels that were not near any English vowel,
and Spanish [e] coinciding with three different English vowels in the same listener's system.Table
4 shows vowels that were within 1 standard deviation for the individual listeners.

Where a Spanish vowel is near to one or more English vowels, it may be that the original
Spanish map has been extended to fit the English sounds, or it may be that there is a separate map
for each language, portions of which just happen to coincide. A Spanish vowel that is not near an
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English vowel provides evidence that a new map has been constructed for English.

To facilitate comparison between heavily overlapping vowel areas, each area was reduced
to a single dimension represented by the difference between the logs of F2 and F1 (log F2/F1)
(Miller, 1989), with a single mean and standard deviation. The resulting charts for four subjects
are shown in Fig. 11.

Spanish English vowel Number of
vowel within 1 s.d. subjects
(il [i] 1
[i [i] and {i] 3
il [£] 2
fi] none 6
[e] [i] and [€] 1
[e] [] and [g] 1
[e] e] 0
[e] (e] and [£] 3
[e] (€] 6
fe] none 1
[a] (2] 2
[a] (2] and [a] 7
[a] [a] 2
{a] none 1

Table 4. English vowels within 1 standard deviation of a Spanish vowel
(individual bilingual means).

The English portion of Fig. 11a is an example of a tightly clustered 3-vowel pattern. Two
of the twelve bilingual subjects displayed this pattern. Using the standard deviation of each
Spanish vowel as a unit of measure, the English [i] and [i] are within 2 units of Spanish [i];
English [e] and [e] are within 1 unit of Spanish [e]; and English [®] and [a] are within 1 unit of
Spanish [a]. The other subject in this group had English [€] in the Spanish [i] cluster instead of the
Spanish [e] cluster.

The English portion of Fig. 11b exemplifies a 3-cluster system where the center cluster is
differentiated into three overlapping but separate vowels. The English [#] and [e] are more than 1
unit away from the Spanish [e], but nearer to [€] than to the other Spanish vowels. Three of the
subjects displayed this kind of pattern, although for one of them it was the Spanish [i] cluster
rather than the [e] cluster that was differentiated into separate vowels.

The English portion of Fig. 11¢ shows a system that is no longer recognizable as three
clusters. English [€] is 2 units away from Spanish {e], midway between Spanish [e] and [a]. This
is clearly an independent vowel rather than a member of the [e] or [a] cluster. Four of the subjects
displayed this kind of pattern, although the independent vowel was different in each case. In one of
them the independent vowel was English [i], in one it was English [e] (with English [€] occupying
the Spanish [e] area), and in one it was English [a] (with English [®] occupying the Spanish [a]
area).

The English portion of Fig. 11d shows a definite 6-vowel pattern. The English [i] and [a]
vowels are within 1 unit of their Spanish counterparts. The [e] and [e] are within 1 unit of Spanish
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[e] but on opposite sides of it and more than 1 unit from each other. The [i] and [&] are separate
vowels that are distant from any Spanish vowel. Three subjects displayed this kind of pattern.

It must be stressed that regardless of the perceptual pattern, all bilingual subjects spoke English
with 6 recognizably different vowels for [i], [t], [e], [€], [2], and [a], not only in reading the word
list, but also in conversation while answering interview questions.Bilinguals’ English vowel
production

Two native speakers of General California English (GCE) listened to the interview tape for
instances of the six English vowels used in this study. The conversations provided an average of
2.4 [i], 4.5 [i], 2.5 [e], 4.4 [e], 3.4 [#], and 1.5 [a] vowels in stressed position for each speaker.
These vowels were judged to be reliably different from each other for each speaker, although they
were not necessarily the same as GCE vowels. (See Chicano English below for a discussion of
another possible L2 target language.) Speakers judged to have strong non-GCE accents produced
[i] and [€] higher than is usually heard from native GCE speakers. One produced [] farther back
than GCE [«] in English words that have Spanish cognates (e.g., grammar, family, Spanish), but
not in words without Spanish cognates (e.g., had, background, that, faster). Speakers judged to
have light non-GCE accents generally varied from native GCE on the basis of consonant
production only, although two of them also produced [e] and [o] without the native English
diphthongs. In all other instances, the speakers with light accents produced vowels that were
judged to be within the normal range for GCE, as did the speakers judged to have no non-GCE
accent.

Rejected data

Since several of the bilinguals had patterns with fewer than six clusters, it is of interest to
consider the eight bilingual subjects whose results were eliminated due to criterion 3, failure to use
all six response categories on the answer sheet. Do these represent an earlier stage of L2
acquisition, with English vowel areas that are so similar to those of Spanish that not all the
response categories (read rid raid red rad rod) can be distinguished?

One subject's results were invalid due to end effects: only the response words in the center
of the page had been used. Subject 46, who had acquired English at age 6, displayed five distinct
vowel areas similar to those in Fig. 11d, but heard no [e]'s among the 180 tokens. Subject 41,
who had acquired English at age 6, displayed four vowel clusters like those in Fig. 11c, but heard
no [i] among the 180 tokens. The remaining subjects, who had acquired English at ages 11
through 30, had patterns with three clusters; three were loosely clustered as in Fig. 11b and two
were tightly clustered as in Fig. 11a.

Subject 16, the most extreme of the 3-cluster cases, had responses only on the three
English words (read raid rod) whose vowels correspond to Spanish vowels, indicating that the
English distinctions were not present for this listener. The other subjects whose results were
eliminated span the same range of possibilities as do the subjects whose results were used. Except
for subject 16, no unusual data were lost by eliminating the results.

Age and language experience

Table 5 groups the subjects according to the cluster patterns discussed in the previous
section. It shows the ages at which subjects began using English, the number of years they have
used it, and a rating (by two native English listeners) of the degree of Spanish accent (S for strong,
L for light, and N for none.)

There appears to be no correlation between number of years of English usage and the
pattern of the perceptual map. Except for subject K, the table shows good agreement between the
average starting age, the strength of the accent, and the number of clusters in the perceptual map.
Listener K is anomalous in being the only subject outside of the 3-cluster groups to have started
using English as an adult, but she had English instruction in school as a child that may have given
her more facility. Thus the kind of perceptual map that develops for L2 may be a function of the
age at which L2 is acquired.
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Fig. 11 group Subject Starting age Total years Accent

a. C 10 10 L
a. R 23 16 S
16.5 13 Group average
b F 9 12 L
b P 15 13 S
b Q 18 26 S
14 17 Group average
c B 11 10 L
c E 5 15 N
c I 7 13 N
c L 5 15 L
7 13.25 Group average
d K 18 3 S
d M 6 14 N
d N 5 14 N
9.6 10.6 Group average

Table 5. Individual language background information.
Subjects are grouped by perceptual patterns.

Chicano English

Godinez and Maddieson (1985) have shown convincingly that Chicano English is not a
foreign-accented English, but a native English dialect. Chicano English front vowels are produced
with higher F1 and F2 values than the corresponding GCE vowels. This finding implies that
subjects in the current experiment who learned English in a Chicano community might have
acquired a different L2 from that of the subjects who learned English in a non-Chicano community.
During the interviews, seven subjects said they had acquired English in a Chicano community,
three said they had not, and the remaining two were not asked. T-tests of F1 and F2 for each
vowel showed no significant difference between the Chicano and non-Chicano groups except for
the {e] vowel. Godinez and Maddieson do not include [e] in their study; thus there is no way to
determine whether the Chicano subjects in the present experiment had an [e] that was closer to
Chicano English than to GCE. Since there were no other significant vowel differences between the
two groups, this study will assume that the L2 target language was substantially the same for all
subjects. The difference between the results of this experiment and those of Godinez and
Maddieson may be due to two factors. First, Godinez and Maddieson studied production, while
this experiment studies perception. Second, the subjects in Godinez and Maddieson were younger
and less educated. The Chicano subjects in the current experiment were college students who had
been exposed to a good deal of GCE on television and from teachers while they were young, and
who continue to hear GCE daily in college. Some of these may be fluent in both dialects.

Unexpected phoneme order

Several bilingual subjects showed an unexpected reversal of phoneme positions on the
vowel map, a pattern that is seen also in the group means of the non-high vowels in Fig. 8. The
results for the twelve subjects included three instances of [i] lower than [i] nine of [e] lower than
[e], and seven of [&] lower than [a]. (None of the native English speakers in the pilot studies
exhibited such reversals.) One possible explanation for the reversals is the orthography of the
answer sheets. To a native Spanish reader the English word "red" might be closely associated with
the sound sequence [red] as it would be pronounced in Spanish. Likewise the English "rid"” might
be closely associated with the Spanish sounds [ri8], and the English "rad" with the sounds [rad].
Two of the subjects did show a possible effect of orthography on speech production by reading the
word "rod" as [rod], but only one of those showed any reversals on the perceptual map. If
orthography were the cause of the reversals, one would expect the subjects who had started
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English at age 5 or 6, and therefore not been exposed to Spanish reading and spelling prior to
learning English, not to display such reversals. But the reversals are just as frequent among the
young English learners as among the older ones.

Another explanation is random variation. If the listener made no distinction between, for
example, [i] and [i], then [i] would be lower than [#] in about half of the responses. The reversals
in this experiment do occur about half of the time (19 reversals out of 36 vowel pairs (3 pairs for
each of 12 subjects)). Thus they may be caused by the bilingual subjects’ not differentiating the
phoneme pairs on the basis of F1 and F2. It would be interesting to know if this result is actually
due to random mappings at the individual level, but there are not enough responses from each
subject (5 responses per stimulus) to test for randomness.

DISCUSSION
Analysis 1

There is some evidence that L2 acquisition can change L1 production and perception. Flege
(1987) found that native French speakers who were experienced in English produced French /t/
with a longer (i.e. English-like) VOT than did French monolinguals; experienced native English
speakers of French produced English /t/ with a shorter (French-like) VOT than English
monolinguals. Beckman (1986) found L2 effects on L1 perception of stress by native English
speakers who had learned Japanese.

Analysis 1 was designed to see if there was an effect of L2 acquisition on L1 perception of
vowels. No such effect was found. The monolingual and bilingual groups' maps for Spanish
vowels were essentially the same, as shown in Fig. 7. Although the L1 maps of the individual
bilinguals were somewhat different from each other, especially for [i], the mean location of each
listener's vowels was within the range of the means for the monolingual Spanish subjects. There
was no pattern of differences related to duration of English use or to age of English acquisition.
Further studies are necessary to determine whether the lack of effect is specific to this experiment
or more generally true for vowel perception. (Note that Flege (1987) investigated consonant
production, while Beckman (1986) was concerned with the acoustic correlates of stress rather than
individual segments.)

Analysis 2
The critical period hypothesis

Analysis 2 revealed a tendency for L1 and L2 maps to be very different for bilinguals who
acquired L2 as children, but to be more similar for bilinguals who acquired L2 as teen-agers or
adults. This finding is a posteriori and was not tested statistically. It appears that those who
learned English at an early age were able to acquire, to a greater or lesser extent, separate
perceptual maps for each language. Those who learned English at a later age stretched their L1 map
in various ways to accommodate the vowel sounds of English, but were not always capable of
differentiating English vowels on the basis of the F1 X F2 map alone. This finding supports any
version of the critical period hypothesis which, among other things, predicts that extended
exposure to a second language may not be able to overcome maturationally conditioned limits on
the ability of adults to learn a new language.

Bohn and Flege (1990), studying native German speakers of English, found that
experienced L2 listeners were more able than inexperienced listeners to distinguish between
English [€] and [&] on the basis of formant frequencies. They state that this finding provides
evidence against the critical period hypothesis, since the hypothesis predicts that adult L2 learners
should not show an improvement based on duration of experience. They do not present any data,
however, about the ages at which their subjects acquired English and whether acquisition age may
have had an effect on their results. The present study found an effect due to age of L2 acquisition,
but, contrary to Bohn and Flege, no effect due to the duration of L2 experience. Bohn and Flege's
inexperienced group had lived in an English-speaking environment for an average of only 0.6
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years, while the experienced group had an average exposure of 7.5 years. Except for one subject
with 3 years' exposure, all bilingual subjects in the present study had lived 10 or more years in the
United States. Thus there were no inexperienced L2 listeners as defined by Bohn and Flege.

Equivalence classification

Where the L1 and L2 maps for an individual listener were similar, two or more English
vowels overlapped each other and a similar Spanish vowel (e.g., English [i] and [] sharing an area
equivalent to that of Spanish [i].) This result supports the Flege and Hillenbrand (1984) hypothesis
that when adult L2 learners classify a new phone as being equivalent to a known L1 phone, they
use the L1 phone in L2; equivalence classification prevents their learning the L.2 phone accurately.
The 1984 study and subsequent related studies used French /u/ and /y/ as the L2 test vowels.
Native English speakers had acquired the /y/ rather well, but /u/ remained inaccurate even among
experienced L2 French speakers because its similarity to English /u/ prevented its being perceived
as other than the English vowel. The present study elaborates on this point by finding cases where
two (and for some listeners three) L2 vowels are so similar to an L1 vowel that they cannot be
distinguished on the basis of frequencies.

It appears that at the level where such distinctions are made, the listener has access only to
his phonemic classification of the vowel and not to the phonetic details that led to that
classification. (Werker and Tees (1984) explore the possibility of a phonemic level of perception.)

Since Flege and Hillenbrand (1984) used only one L2 vowel (/u/) that was capable of being
classed as equivalent to an English vowel, they were not aware of the interesting possibility that
different listeners make different equivalence judgements. The present study found that some
subjects could not perceive the contrast between English [i] and [i], while others could not
differentiate between [i] and [e]. Since different patterns of equivalence classification would result
in different inabilities to perceive L2 contrasts, we can infer that the former group classed English
[i] as equivalent to Spanish [i], while the latter group classed [i] as equivalent to Spanish [e].

L1 vowel inventory

It is interesting that native Spanish bilingual listeners associated English [&] with their L1
[a], whereas the native German listeners in Bohn and Flege (1990) associated [&®] with L1 [g],
even though German does possess an [a] phoneme. This difference again points to the influence of
the L1 phoneme inventory on L2 perception. Since German [€] is relatively close to English [£],
English [€] and [®] were perceived as a variants of the single L1 phoneme [€]. But Spanish does
not have an [€] phoneme. The Spanish [e] area was apparently too distant to encompass the
English [#] sound. Instead, English [&] was grouped with English [a] as variants of the L1
phoneme [a].

Differences in perception and production

Flege and Bohn (1989) found that when perceptual differentiation of L2 spectral contrasts
is hindered by equivalence classification, L2 listeners differentiate vowels on the basis of duration,
even when L1 does not use duration contrastively. The absence of duration differences in the
stimuli of the present experiment may be responsible for the bilinguals' chaotic responses in
English. Native GCE subjects in the pilot study showed clear vowel areas based on spectral
information alone, as did both monolingual and bilingual subjects listening in Spanish in the main
experiment. But native Spanish subjects listening in English were unable to identify the stimuli on
the basis of spectral information due to equivalence classification, and had no durational or other
cues to aid them in differentiating spectrally similar vowels.

Although the bilingual subjects were not always able to perceive differences in L2 vowels,
they were capable of producing all the necessary L.2 vowel contrasts both in reading and during the
interview. Their spoken vowels were not identical to those of GCE, but two GCE speakers judged
the vowels to be adequately differentiated from each other. It may be that the bilinguals create
contrasts based on some other parameter such as duration, equivalent to their perception strategy.
Since duration is a secondary cue to vowel contrasts in many forms of English, listeners could hear
the appropriate distinctions on the basis of duration even in the absence of spectral contrast.
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A more tantalizing possibility is that the bilinguals actually do produce the appropriate
spectral contrasts without being able to perceive them. Strange and Dittman (1981), reporting on
Japanese speakers learning the English /r/-/l/ distinction, and Tees and Werker (1984), reporting on
English speakers learning Hindi retroflex /t/, both found that perceptual difficulties persist even
after L2 learners can produce the appropriate contrasts. Novel consonant segments are usually
taught by demonstrating the articulation, not by addressing perceptual differences. There are
certainly large numbers of phonetics students who have learned to produce a retroflex /t/ without
being able to distinguish it auditorily from a dental /t/.

Briere (1966) found that American subjects learning a pseudo-language made up of selected
phonemes from Arabic, Vietnamese, and French learned to produce unfamiliar contrasts in both
consonants and vowels before they could perceive them. "Subjects can produce the criterial
attributes of a category without being perceptually aware that they are criterial." During the process
of perception, subjects treat the same attributes as noise. It is worth noting that some of Briere's
subjects did eventually master the perceptual task during the course of the experiment, unlike Tees
and Werker's Hindi learners, who had been studying the language for a year at the time they were
reported on. In the present experiment, the disjunction between L2 perception and production
persists in subjects who have used L2 for up to 26 years.

Dialect researchers (Labov et al., 1971; Harris, 1985) have found a similar disjunction
when vowel distinctions merge, as has been observed with "source” and "sauce" in New York
City, and "hock" and "hawk" in central Pennsylvania, among many other instances. At the final
stage of a merger, some speakers reliably produce the vowel contrast but can no longer hear it. At
some level the speaker must be monitoring his production, but he has no ability to identify the
separate vowels on the basis of the sound pattern of his current dialect.

Harris suggests that the contrast must be lexicalized, since it appears in production, but that
the contrast has no perceptual function. (He ventures no model of how perception takes place). He
posits that the lexicalization occurs at an early age, when the child can make fine perceptual
distinctions that are lost as he matures into the phonological system of his native language. This
explanation cannot account for the disjunction in a second language learned later in life. Therefore
the results of the present experiment are evidence against Harris' model.

Labov er al. think that the production contrast resides in low level output rules: "The
abstract rule system of the language produces many features of the phonetic output which are not
individually controlled or monitored for the direct contrast of meaning. This should not be
surprising when we reflect on how completely and unconsciously a person learns his native
"accent" -- a set of phonetic particulars which may be quite inaudible to himself and others in the
process of communicating meaning." Applied to bilinguals, this theory says that the 1.2 vocabulary
is stored in an L1 phonemic representation, but with some kind of diacritics telling the output
system to modify the pronunciation during speech. The output process is akin to that of an actor
using a foreign accent. The actor's phonemic representation of his native language does not change
when he uses an accent; only the output is modified. A speaker who has some awareness of the
sound system of a language can mimic that sound system, regardless of which language it is being
imposed on. Perhaps the same strategy is used more pervasively (and less consciously) by L2
speakers with L1 lexical representations for their L2 vocabulary.

How then would perception operate? If the L2 listener decodes what he hears in the same
way that he encodes what he says (for example, if a native Spanish listener hearing English [&]
changes it to [a] with a diacritic) before submitting it to his mental map for comparison, then we
would see no disjunction between production and perception. We must assume that the diacritics
are not stored in the lexicon but reside in the output mechanism. When the bilingual hears an L2
item, it is compared to the unmodified L1 "spelling" in the lexicon. In normal speech there is
enough redundant information that a match can be found despite the disjunction. But isolated
synthetic L2 vowels do not provide enough information to be identified accurately.
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The results of the current experiment support such a model, with the added complication
that there are varying degrees of bilingualism. For some bilinguals, particularly those who acquired
their second language in childhood, some or all L2 phonemes are available in the mental lexicon.
Thus an item in the L2 lexicon could contain a mixture of L2 phonemes requiring no modification
at output and L1 phonemes with diacritics indicating output modifications.

SUMMARY

The results of this study support two earlier hypotheses about second language acquisition,
that there is a criticial age after which a language cannot always be learned authentically and that
equivalence classification interferes with acquisition of authentic L2 phonemes. The study also
showed that the L1 vowel inventory determines the kinds of equivalences that can occur. No
support was found for the notion that .2 acquisition affects L1 perceptual targets.

This study produced further evidence that distinctions can be produced even when they are
not perceived . This finding is interesting both as it relates to second language acquisition and to
dialect change. The literature of both fields points to several instances of this disjunction, but up to
now there has been no adequate theory to explain it. This study offers an explanatory model: 1.2
vocabulary is stored in the lexicon in an L1 phonemic representation; production of L2 phones is
accomplished by modification of the L1 phones during output. This is a worthy topic for further
research.

A peripheral but important finding of this study is that F1 and F2, which are important
tools in L1 vowel research, are less conclusive descriptors of L2 behavior.
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Units of intonation in discourse:
Acoustic and auditory analyses in contrast

Stephan Schuetze-Coburn, Marian Shapley & Elizabeth G. Weber

Introduction

Intonation is in many respects a very well studied phenomenon. Detailed accounts of intona-
tion — at least of English intonation — can be found from a variety of descriptive and theoretical
viewpoints. At the same time, however, there is much that we do not know; intonation is in some
sense the “least commented-on side of vocal communication” (Bolinger, 1986b, p. vii). One broad
area where our understanding of intonational phenomena is particularly deficient is in natural dis-
course. As Altenberg (1987, p. 11) observes regarding English prosody, “what we know — or
think we know — is often poorly supported by empirical data”. The complexity of intonation
necessitates simplification of the raw physical data to get at the system. But simplification is a
form of abstraction, and although abstraction is a necessary step in the organization of the data, the
ever-present danger of overabstraction whereby the constructed system acquires an inertia of its
own must be vigilantly checked. One way to monitor this is to maintain a close tie to language in
actual use. In this spirit, our orientation is decidedly empirical: In this study we examine a corpus
of spontaneous interactional speech.

It is often useful to examine a phenomenon from different points of view. Intonation, with its
many dimensions, offers the opportunity to break away from a perspective which makes use of
only one type of data. In empirical studies of intonation, at least four data types can be identified:
articulatory-proprioceptive, acoustic, auditory-perceptual, and perceptual-experimental. Here, we
focus on the acoustic and the auditory(-perceptual). In addition, data sources differ. Data may
consist of constructed phrases or sentences, or utterances taken from a corpus, with the prosody
supplied by introspection, a reading of the prepared material, or a recording of the discourse. The
data type and source together generally limit the scope of the investigation, as is evident from a
brief review of the literature.

The use of auditory data

Descriptions of English intonation based primarily on auditory data include the early studies of
Jones (1909), Palmer (1922), Armstrong and Ward (1926), as well as those of Kingdon (1958)
and Bolinger (1964, 1972). This body of research describes intonational patterns in some pre-
formed syntactic unit, usually clause or sentence, or occasionally sentence pair. In recent years,
auditory investigations of intonation in longer periods of speech have become familiar. In such
studies, the speech stream is segmented into prosodic units (‘tone units’, ‘tone groups’, ‘intonation
units’, etc.), identified by various perceptual features, not all of which are necessarily limited to or
motivated by prosody. Works of this kind include, for example, Quirk et al. (1964), Halliday
(1967), Crystal (1975), and Svartvik and Quirk (1980).

Discourse-oriented researchers have relied mainly on the auditory analysis of intonation, due in
part to the sheer volume of material that must be analyzed, and in part to numerous other limita-
tions, such as poor audio quality of natural recordings, inadequate availability of instrumentation,
etc., which make acoustic analysis burdensome or impossible. Conversational data pose additional
problems, including speaker overlap, unidentifiable speakers, and parallel dialogue. Despite these
hurdles, instrumental analysis of discourse data is possible, as Menn and Boyce (1982) have
shown.
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The use of acoustic data

Research on intonation in English which is based on fundamental frequency data includes that
of Liberman and Sag (1974), Maeda (1974), O’Shaughnessy (1976), Pierrehumbert (1980),
Cooper and Sorensen (1981), and Liberman and Pierrehumbert (1984). In these studies, the
speech analyzed consists of simple and complex prepared sentences or paragraphs which are read
aloud by native speakers. The scope of the intonational analysis is therefore delimited, at least im-
plicitly, by syntax. In comparison, work by Willems (1982), de Pijper (1983), and ’t Hart,
Collier, and Cohen (1990), like that of some discourse analysts, is aimed first at deriving phonetic
units, which may be related to grammatical units at a later point.

The use of combined approaches

Occasionally, both auditory and acoustic data figure in an analysis. Auditorily based evalua-
tions have been used to verify the perceptual relevance of acoustic data, as Cohen and ’t Hart
(1967) and ’t Hart, Collier, and Cohen (1990) do in their technique of analysis by synthesis,
whereby simplified fundamental frequency (Fo) curves are judged against the (resynthesized)
original utterances. Conversely, acoustic data are sometimes used by discourse researchers as a
means of verifying auditory judgments. For example, Brazil (1978, p. 8), who compares Fo
traces with auditorily based transcriptions, reports that “both the analytical categories and the ex-
pectation of Fp correlates seemed, in general terms, to be confirmed”. Brown, Currie, and
Kenworthy (1980) employ a balanced combination of auditory and acoustic analyses in their into-
nation studies of Edinburgh Scottish English. But here and elsewhere, there is no indication that a
systematic comparison has been made. Indeed, systematic comparisons between acoustic and audi-
tory data — whether for prepared sentences or spontaneous speech — are conspicuously absent
from the literature.

In sum, aside from the earliest works, which are of course auditorily based, linguists investi-
gating intonational structure in texts or long stretches of spontaneous speech have almost exclu-
sively relied on auditory analysis, with a type of tone unit as the basic domain, while those analyz-
ing short segments of prepared speech (typically assuming a syntactic domain of one or two sen-
tences) have tended to rely on instrumental analysis. And in general, systematic acoustic mea-
surement has accompanied studies of speech which is usually read aloud, while systematic audi-
tory analysis has been characteristic of studies of narrative, conversational, or other unplanned
talk.

The orientation of this study and its relevance to intonation research

While both the acoustic and the auditory approaches have been fruitful, there is as yet little de-
tailed information on the relationship between the perception of auditory pitch units and their
acoustic correlates, especially for larger periods of connected speech in a natural discourse situa-
tion. Although some empirical studies of intonation have used both auditory and acoustic data, one
type in any given study always has ancillary importance. Here we wish to break from this tradi-
tion. Our intent is to treat both acoustic and auditory data on equal terms, not to take one kind of
data as primary and use the other as a method of verification or corroboration, as has been done in
the past. In this study, we perform two independent, parallel prosodic segmentations on a corpus
of spontaneous conversational speech. We examine the relationship between an acoustic unit de-
fined in terms of fundamental frequency declination and an auditory unit roughly the size of an in-
tonational phrase, based on parameters which contribute to perceived prosodic coherence.

We hope to establish a connection between the two kinds of units, such that one could be ex-
pressed in terms of the other. If the auditory and acoustic units consistently coincide, that is share
the same domain, then standard assumptions and practices by both auditory and acoustic re-
searchers would be confirmed. On the auditory side, such agreement would lend validity to the
use of auditory methods of analysis for discourse data, as it could be inferred that acoustic cues of
intonational structure can be reliable perceived. The use of a phrase-level unit as the primary do-
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main of intonational in the analysis of discourse would also be supported. On the acoustic side,
such agreement would prove the applicability of acoustic models to discourse studies and under-
score the helpfulness of the auditory dimension as input to acoustic analysis. If the units do not
coincide in any consistent way, then a closer look at the methods and components of both types of
modeling of intonation would be called for. Disagreement would imply that a phrase-level unit
would be suspect as the basic intonational unit of discourse analysis. The representation of dis-
course intonation by a series of acoustically constructed declination units would be inadequate.
Auditorily derived units would also be questionable as a source of units for acoustic modeling.

In the following sections, the viability of comparing auditory and acoustic data is briefly re-
viewed, and our specific hypothesis is given. We then explain the methodology of the current
study and present the results. Finally, the implications and significance of our findings are dis-
cussed with reference to the intonational analysis of discourse and phonological accounts of decli-
nation.

Acoustics and perception of intonation

This study examines the coincidence of acoustic and auditory units in discourse and some of
the implications of this coincidence. However, we should not assume without comment that
acoustic and auditory measures of intonational phenomena can be directly compared. The exact
relationship between Fo and pitch is controversial. As many researchers exhort, “pitch perception
is not to be equated with the perception of fundamental frequency of a periodic or quasiperiodic
acoustic signal” (Krause, 1984, p. 243). Even though perceived pitch is related to Foin an ap-
proximately linear fashion at frequencies below 1000 Hz — well within the normal range of Fo in
human speech (Ladefoged, 1962) — the effect of other acoustic parameters on the perception of
pitch is complex. Nevertheless, Fo is usually taken to be a reasonable indicator of pitch, as exper-
imental studies have shown that speakers compensate for nonlinguistic pitch perturbations (cf. 't
Hart, Collier, and Cohen, 1990, Ch. 2). Here we will ignore the effects of such variation.

Given that Fo contours and pitch movements can be compared, we expect, on the whole, that
acoustic units and auditory units should align, rather than be mismatched. Specifically, we hy-
pothesize that the initial boundaries of the auditory units will coincide with the initial boundaries of
the acoustic units.

While the selection of the two units of this investigation was motivated not by any designed
compatibility of the units, but by their relevance for acoustic or auditory analyses, our hypothesis
is nevertheless strongly supported by the fact that the auditory units are determined partly on the
perception of the features defining the acoustic units, i.e. the change in the rate of declination of Fo
over time and the presence of associated pauses. The first of the shared features is called ‘reset’,
with Fo declination lines (slopes describing the gradual fall in Fp over time during a period of
speech) reset acoustically and pitch reset auditorily. Although global pitch trends are not explicitly
represented in our auditory analysis (as they are in some auditory analyses, e.g. Selting 1987),
pitch reset — which we take to be the primary perceptual correlate of Foreset — is an important
cue in the identification of the auditorily based units. The second prosodic feature the two units
share is an aspect of timing. In both analyses, pauses in the speech stream contribute to the demar-
cation of unit boundaries, as will be described below.

Furthermore, as conversational data are involved, the situational variable of speaker change
constitutes a de facto third shared feature. In practice, all new turns begin new auditory units.
Interspeaker differences in voice quality, along with the regularly occurring prosodic features (for
example, utterances typically begin on a higher pitch than they end; cf. Crystal, 1969), virtually
guarantee the perception of new auditory units at turn boundaries. While there was no direct way
of representing speaker change acoustically, we had reason to believe that turns affected acoustic
unit boundaries similarly. The physiological mechanisms involved in Fo production alone (cf.
Lieberman and Blumstein, 1988) suggest that declination reset will normally occur at the beginning
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of each turn. Obviously, if this is the case, the coincidence of the two units is assuredly high
whenever a speaker starts talking.

Indirect support for boundary alignment can also be gleaned from the phonological literature.
In many accounts of intonation, declination is said to operate within a clausal domain, correspond-
ing prosodically to an intonational phrase. Thus we would expect declination lines to originate at
intonational phrase boundaries.

On the other hand, some doubts about establishing a correspondence may be harbored due to
reports in the literature regarding the difficulty of relating acoustic and auditory measures. While
all researchers logically assume a connection between the physical speech signal and its perception,
Brown, Currie, and Kenworthy (1980), for instance, were not able to identify regular correlates in
the acoustic record of their tone group data obtained by ear. Our study, then, provides a controlled
arena for testing assumptions and claims concerning the perception of intonation, the viability of
auditory analysis, and the domains of intonational phenomena.

Methods

The data consisted of excerpts from multiperson conversations of the ‘dinner table’ type rang-
ing from about one to two hours in length. In each case the speakers were told they would be
taped. Excerpts used in this study were taken from the middle of the conversations and included
one or more long turns of a story plus pre- and post-story exchanges of short turns, totaling about
sixteen minutes of elapsed time. The selections thus contained speech from a number of partici-
pants and exhibited a wide range in turn length, from single word utterances to extended narrative
passages. The conversations were recorded on consumer-quality cassette recorders in non-labora-
tory environments.

The selected excerpts were transcribed and segmented acoustically and auditorily. One author
was responsible for the acoustic units (Shapley, 1989), while the other two authors segmented the
conversations into auditorily based intonation units from the tapes. These two segmentations were
arrived at independently; the judgments of intonation unit boundaries were made without the help
of the instrumental data, and the acoustic unit boundaries were determined without knowledge of
the perceptual analysis. A subsequent division of the conversations into turn units was necessary
in order to ascertain the effect of speaker change. In the following sections the methods of
prosodic segmentation will be described.

Acoustic analysis: Declination Units (DUs)

The acoustic analysis derived declination units or DUs, formed of periods of speech in which
Fo measures, plotted over time, shared a common declination line. The concept of declination, or
gradual falling off of pitch during an utterance, was noted by Pike (1945) and Bolinger (1964) in
perceptual data. Cohen and ’t Hart (1965) gave the concept its current term in their acoustic stud-
ies. Since then, declination has been noted in a number of languages (cf. Bolinger, 1986a) and is a
part of many models of intonation based on acoustic data (see 't Hart, Collier, and Cohen (1990,
Ch. 5) for an excellent overview).

A digital sound spectrograph was used for the Fo analysis. Fo values were read off from nar-
row-band spectrograms using the tenth harmonic, or the closest clearly countable harmonic to the
tenth available. (In addition, some of the Fo points were checked computationally using a temporal
structure analysis to determine the time delay from one glottal pulse to the next. We used
Signalyze, Macintosh software written by Eric Keller, InfoSignal, Inc., for this purpose.) For
every tenth of a second, an Fo value or the occurrence of a pause or laughtcr was recorded. Wide-
band spectrograms aided in the matching of words to Fo values. The Fp values in Hz for each
speaker were first converted to semitone values and then to normalized Z-scores.! The results
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were plotted as a function of time. The use of normalized values allows the pitch of different
speakers to be directly compared in terms of variation from each speaker’s mean, regardless of the
speakers’ individual pitch ranges. A semitone scale was used because the distribution of the loga-
rithmic values was more nearly normal than that of the Hz values, increasing the validity of the
normalized scores.

The resulting ragged plots of points were then stylized into simplified straight-line representa-
tions, and the DUs were delimited. DU boundary identification was straightforward for about
85% of the units, often because of the cooccurring pauses which separated the Fo points. DUs
were defined by segmenting the stylized plots into units sharing a common declination line. An
envelope or grid in the shape of a parallelogram was superimposed on the points. The bottom line
of the envelope connected low points, the top line connected the peaks, and a midline marked a
middle level of pitch. The end boundary of a DU was located where the Fo reached the speaker’s
lower bound, the bottom line of the parallelogram (the declination line) reached such a bound, or it
was no longer possible to include high points in the envelope. This model was patterned after the
work of Willems (1982). It is neither strictly a top-line model nor a bottom-line model, but a tip-
ping or declination of the entire parallelogram containing the Fo points. It was chosen because of
its simplicity, because of its ability to group the data in the absence of a peak at the beginning of the
unit (or in the absence of a low point at the end of the unit), and because it fit the data satisfactorily.

DUs were sensitive to the time scale. In fact, they are time based, because the slope of the
declination line is a function of the length of the unit (see, for example, Cooper and Sorensen,
1981; Bruce, 1982; de Pijper, 1983; Thorsen, 1983; and ’t Hart, Collier, and Cohen, 1990).
Thus, the length of a DU was partly determined by the slope of the declination line. A pause fol-
lowing a sequence of Fo points was often an indication that an end boundary should be drawn; to
include points after the pause would have resulted in a slope uncharacteristically steep for a longer
unit.

In the absence of any defining peaks, the height of the parallelogram (the height of the enve-
lope) was taken to be £1 standard deviation from the midline, as this was the predominant range in
the cases where defining peaks occurred. The height of the parallelograms (i.e. the range of varia-
tion in pitch) was fairly consistent for the great majority of units in the middle range, but varied
with extremes of pitch, with the units having higher pitched declination lines also having the
greater variation in height, and those with lower pitch having less variation. Outliers were disre-
garded, and in general every attempt was made to make the data fit into the typical envelopes for
length and range of Fo. Although there were numerous cases where the procedure had to be care-
fully applied, few cases remained uncertain in the end.

In Figure 1, Fo data of an excerpt from one of the conversations, plotted and stylized as
described above, are shown to illustrate the derivation of DUs. The ordinate in the figure is in the
normalized scale of semitone values; the abscissa is time. The corresponding text is given in (1)
below.2

The transcript is arranged so that the text of each DU occupies its own line, with capitalization
of the first word in the line an additional marker of a new acoustic unit. The relevant lines in (1)
are labeled sequentially from (a) to (m) and matched to the DUs in Figure 1. Utterances for which
there are no Fo data — overlapped speech and low-volume backchannels — are left unlabeled.

In Figure 1, each envelope surrounding a set of Fo points represents a separate DU. The
beginnings and ends of DUs are indicated by the perpendicular sides of the parallelograms. For
most of the DUs in the figure, the characteristic Fo reset is noticeable immediately upon inspection
in that the beginning edge of a parallelogram is shifted upwards with respect to the end of the pre-
vious one. This is true for DUs (c-f) and (h-m). The exceptions are DUs (b) and (g). Visually,
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the envelope for DU (b) appears to constitute a continuation of (a). But in this case, a pause
Time in tenths of seconds

Fo in normalized semitones

+
w

. + +
" = o - N D
Fo in normalized semitones

)

f g h i i k |
Figure 1. Derivation of DUs from the plotted and stylized Fo data.

(1) @ P: .Uhn6i-1..1gé- Iméan
(b) ... I- T assimed- I was [rélatively] cdlm in the sénse that I [[figured
S: [«yes»]
N [[e@ee@ (M)
(¢) C: Afteran héur]] [and a half?
(d P: [Thét 4=fter a r- .. a réasonably shért périod
(e) I mean befé=re the tées begin to frée=ze
X: eE@@E@
(f) P: (H) That sémebody would appéar .. I mean from inside
S: .. yeah
(g0 N: ..Mhm
(h) P: [Iméan that-
S: [«it’s»
(i) N: [[<FThéy’d gétup F>
S: [[«he figures he’s»
6] Léft a way Sut dnyway=
... of course
(k) P: . Itwidsthe way 6ut
¢)) .. But [it tdrned éut thére was anéther way out .. that I didn’t «@ réalize @>
X: (@@
P: [[e@@
S: [[oh
(m) P: [«@Ishéuld’ve been «16oking» Sut @>
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X: [P «mh» P> [V139-171]

follows after the Fo points of (a) reach the baseline of the parallelogram. This configuration results
in (b) being identified as a separate DU. (Also, DU (b) is subordinate to DU (a). We do not
address DU subordination directly in this paper. For a detailed discussion, see Shapley 1989).
Finally, DU (g) illustrates a very short backchannel utterance for which there are minimal Fo data.
In this instance, the change in speaker determines the DU boundary, as the apparent continuation is
most likely an artifact of the normalization process.

Auditory analysis: Intonation units (IUs)

The auditory analysis defined a prosodic unit which we call intonation unit, or IU, after Chafe
(1987). Following Du Bois, Schuetze-Coburn, Paolino, and Cumming (1991), the speech stream
was exhaustively segmented into IUs from the tapes by auditory means. In basic terms, an IU
consists of a stretch of speech by a single speaker uttered with a “coherent intonation contour”
(Chafe, 1987, p. 22). Although the exact perceptual correlates of this notion remain somewhat
elusive, numerous prosodic cues have been identified which are used to determine TU boundaries
(cf. Crystal, 1969, pp. 204-207; Cruttenden, 1986, pp. 35-42; Du Bois et al., forthcoming, Ch.
22). The cues are of two main types: those concerned with the pitch pattern of the utterance and
those related to the timing. The perception of coherence in the pitch pattern is influenced at least by
two factors: degree and direction of pitch movement on a stressed syllable and change in pitch
relative to the speaker’s preceding utterance (pitch reset). Timing cues which contribute to per-
ceived IU unity include an acceleration in tempo on initial unstressed syllables, prosodic lengthen-
ing of the final syllable(s), and a noticeable pause (0.3 second or greater) between IUs. Aspects of
voice quality, such as laryngealization, also play some role. Not all prosodic features are individ-
ually notated in the transcript (but they are taken into account during the auditory segmentation).
Instead, each boundary marker represents the sum of the cues for locating the boundary at that
point. IU boundaries are explicitly marked by a combination of punctuation (‘,” or “.” or ‘?’) and
diagonal line (*/’ or V). The lines indicate perceived terminal pitch direction, and punctuation indi-
cates ‘transitional continuity’ class, that is, the equivalence class of pitch contours expressing “the
degree of continuity which occurs at the transition point between one intonation unit and the next”
(Du Bois et al., forthcoming, Ch. 6). Comma signifies the class of ‘continuing’ contours; period
signifies ‘finality’, and question mark ‘appeal’. Regarding terminal pitch direction, a slash signi-
fies a nonfall (rise or level), a backslash a fall. Truncated (uncompleted) IUs are indicated with a
double hyphen (‘--’).

The relative importance of the cues may differ — pitch reset, for example, is arguably more
central than tempo modulation — but none alone defines an IU boundary per se; rather, a conjunc-
ture of cues is usually required for an IU to be perceived. One can say that the prototypical IU ex-
hibits all of these cues, yet seldom are all actually present in any given instance. That is, most IUs
deviate from the prototype to some degree. Thus, a given IU may exhibit pitch reset and a definite
contour, but none of the other features. In practice, our IU is similar to the ‘tone group’ or ‘tone
unit’ of other researchers (e.g. Halliday, 1967; Crystal, 1969; Svartvik and Quirk, 1980).
Altenberg (1987, p. 47) describes the tone unit prosodically as “a coherent intonation contour
optionally bounded by a pause and containing (among other things) a salient pitch movement (the
nucleus), normally at the end of the unit”. IUs, however, need not contain one or more prominent
(‘accented’) syllables (cf. Chafe, 1991), as do units based on the presence of a ‘nucleus’. Short
responses or backchannel utterances, especially when low pitched, frequently have no prominence,
but are nevertheless considered IUs. The DU (g) discussed above in (1) — being also an IU — is
one such example. Uncompleted IUs are also considered separate units, i.e. they are not treated as
‘residue’ which can be incorporated into some other IU or ignored.

Nonprosodic factors

Turns. An interactional analysis of the conversational excerpts derived speaker turns. We
identified turn boundaries from the audio tapes and classified each prosodic unit as beginning a
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turn, continuing a turn, or as constituting a backchannel utterance. Of course, the determination of
speaker turns is by no means a straightforward process. However, we cannot go into the details of
the procedure here; for a discussion of the parameters involved, see Sacks, Schegloff, and
Jefferson (1974) and Orestrom (1983). In outline, a new turn began whenever a speaker attempted
to gain the floor; backchannel utterances were considered utterances made without such intention.
As previously noted, any change of speaker was expected to result in both acoustic and auditory
reset — and thus a cooccurrence of DU and IU boundaries — so it was necessary to be able to
consider the turn-initial and turn-medial prosodic boundaries separately.

In addition, the relative frequency of DU-IU boundary alignment was compared for short and
long turns, as we suspected that turn length might unduly influence the correspondence of prosodic
boundaries. Due to the interactional nature of the talk, our data contained many short exchanges
between speakers. Yet if short turns predominated in our excerpts — turns which due to their
length alone were likely to consist of exactly one DU and one IU — the results of a blind compari-
son of DU and IU boundaries would be biased in favor of alignment. To check the extent of this
bias, we assessed the effect of turn length. The question arose as to how turn length should be
calculated, i.e. whether by absolute duration, number of syllables, or some other measure. As it
would be difficult to determine what constituted a ‘short’ turn in terms of seconds or syllables, we
opted for tabulation in terms of DUs per turn and IUs per turn. A short turn was thus naturally one
containing the fewest number of DUs or IUs. Occurrence of boundary alignment according to turn
length was then computed.

Syntax. The connecting thread between the acoustic and the auditory data was, of course, the
text: The words of the text were used to line up the DUs with the IUs. However, as we wanted to
focus on the prosody of the conversational excerpts, effort was made to minimize the effect of
syntactic structure on the prosodic segmentations. In the acoustic analysis, the text was matched
with the Fo plots for the most part after DUs had been delimited. In identifying IUs, syntactic
boundaries were also disregarded, to the extent that this is possible using an unfiltered signal.
Experimental work has consistently shown that prosodic judgements are ‘distorted’ to some extent
when the segmental information is included. Nevertheless, there are numerous reasons why we
choose to analyze the whole speech signal. First of all, the evaluation of some prosodic features
(e.g. final lengthening) simply requires a linguistic context. Secondly, the effect of syntax is not
uniform (syntactic boundaries vary in their strength), so that one can consciously guard against
common analytical pitfalls (e.g. ‘hearing’ a prosodic boundary at every clause juncture). Thirdly,
the design of the analytical system has to be taken into consideration: The portions of intonation
contours relevant for this study are specified in terms of binary distinctions (‘final’ vs. ‘nonfinal’,
‘fall’ vs. ‘nonfall’), which increases the reliability of the auditory judgements. Finally, because the
analyst looks for a cluster of prosodic factors, IU boundary identification is also adequately consis-
tent (Schuetze-Coburn, in progress). Syntactic structure contributes (at most) one additional com-
ponent, thus it is unlikely that any given boundary is determined solely by syntax. Estimating the
role of syntax is important because it is often claimed (or more commonly, assumed) that syntactic
structure aligns with — or determines — prosodic structure. While in fact a regular correspon-
dence between syntax and DUs has been ascertained in discourse data (Shapley, 1989), as has a
correspondence between syntax and auditorily based prosodic units (Altenberg, 1987), we will
only briefly touch on the role of syntax here, since we discuss its relationship to both DUs and IUs
in another paper (Schuetze-Coburn and Shapley, forthcoming).

Comparison of acoustic and auditory units

Following the complete segmentation of the texts into DUs and IUs, the rate of coincidence
between the two prosodic units was calculated. For methodological reasons we focused on the
coincidence of initial boundaries. In principle, it should not matter whether the beginning or the
end of a unit is noted, as the end of one unit simultaneously locates the start of the next. For the
auditory analysis, this proved to be true: The final boundary of one IU was invariably the begin-
ning boundary of the next (assuming pauses are ignored; boundary pauses were, however, consid-
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ered to occur berween units). However, for the acoustic data, it was slightly preferable to use ini-
tial boundaries. During the course of an utterance, the amplitude of the speech sometimes trailed
off near the end of the unit, making the final boundary less easy to identify. Furthermore, in many
cases where the speech of two speakers overlapped, it was possible to discern the initial unit
boundary of the second speaker, due to the strength of the interrupting signal, whereas the ending
boundary of the first speaker had to be inferred. (An example of such overlap can be found in 1c-
d.) In addition, the decision to use initial boundaries was influenced by the requirements of the
syntactic analysis in Schuetze-Coburn and Shapley (forthcoming). In order to maintain future
compatibility, we choose to compare beginning prosodic boundaries in the present paper. Thus, all
comparisons discussed below will be described in terms of the coincidence of unit beginnings.

As the acoustic analysis depended on the measurement of the physical parameter (Fo), the
comparison of acoustic and auditory units — the focus of this paper — also depended on its avail-
ability. Consequently, IUs for which we had no corresponding Fo readings were excluded from
the counts. These included 84 nonsegmental units (primarily laughter, coughing, etc.), 48 units
with inaudible portions, and 160 other units audible, but without Fo values. Of these 160 units, 69
contained overlapping speech, 56 were auditorily marked as having very low pitch or volume, and
of the remaining 35 units, 27 consisted of very short (1-2 syllable) utterances. Example 2 below
shows two instances of omitted lines.

(2) K: .. Since then it’s been bélted ... cldsed, \ éver since. \ .. but uh --
...(.8) (TSK) The néxt time théy came in, /
X: ... <P «when was that» P>? /
K: ... [«@ «Théy can tell that» @> we bélted the déo=r, \ (H) uh=, /
X: [<p «XX» p> [R237-244)

The third and fifth lines of (2) show utterances made by an undetermined speaker. Both stretches
of speech were very low in volume (thus bracketed by ‘<P P>’). While the first utterance was
audible and perceived as a complete IU, it did not show up on the acoustic record. The fifth line
was auditorily inaudible and acoustically unmeasureable. Both lines were eliminated from the pre-
sent data for the purposes of tabulation.

Results

The conversational excerpts were segmented into 455 DUs and 807 IUs for a total of 1262
prosodic unit boundaries. Overall, the size of both units varied considerably. A general character-
ization of their duration is as follows. DUs averaged 1.6 seconds in length, with a range of 0.1 to
6.0 seconds. IUs averaged 0.7 second and ranged from 0.1 to 3.5 seconds. DUs were also
longer in terms of syllables, averaging 8.4 syllables, compared to 4.7 syllables for IUs. A short
excerpt from the analysis which indicates the variation encountered is presented in (3). Recall that
each line corresponds to a single DU, with IU boundaries indicated by a punctuation mark and
slash symbol complex.

(3 (@ K: .. Sohé wentip,/and téok a ndp, \ ... and woéke tip, \

(b) ... And 160ked 1ip, / .. to sée what time it was, \ and sdid, / ...(.8) “hm”. \
(© L: ..(2.0) “The cléck [radiois géne”.\
d K [The cléck radio isn’t thére. \ [R375-385]

Thus (3) illustrates a sequence of four DUs uttered by two speakers. The first DU contains
three IUs; the second, four IUs; the third, one IU and the fourth, again one IU. The acoustic data
are shown plotted in Figure 2. In the figure the envelopes define the DUs, and the vertical dotted
lines demarcate the IUs, which are shaded grey. The white areas correspond to the pauses of the
section.
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Figure 2. Acoustic data for a sequence of four DUs uttered by two speakers.

Coincidence of DU and IU boundaries

As both the totals reported above and the DUs and IUs of example (3) suggest, DUs were typi-
cally the larger unit (in time), and they frequently contained more than one IU. Thus, IU bound-
aries were much more numerous than DU boundaries. Even so, a definite relationship between the
two was apparent. When an initial DU boundary was present (N=455), an initial IU boundary
was also present 99% of the time. In other words, given a new DU, the likelihood of finding a
new IU is almost certain. Example (3) above gives an indication of this usual pattern: Each DU
boundary in the example corresponds to an IU boundary.

The converse relation, of course, does not hold. When an initial IU boundary was present
(N=807), an initia] DU boundary was copresent in just 450 cases, or about 56% of the time. That
is, given a new IU, a new DU is likely to occur only about half the time. Again, (3) exemplifies
the regular occurrence of DU-internal IU boundaries. The first DU in (3) contains two internal IU
boundaries, while the second DU contains three.

The fact that the coincidence of DUs with IUs is high means that there are very few [U-internal
DU boundaries. Indeed, our data exhibited only 3 instances. Such mismatches may simply be
attributable to error in either analysis. On the other hand, we note that in all three cases, a single
speaker was involved who was apparently having some difficulty in expressing herself at the point
of the nonalignments. The auditory interpretation of such disfluency can be problematic, especially
if it extends over a lengthy stretch of speech.

Relation of DUs to 1Us

Since DUs were in nearly every case as long as or longer in time than IUs, the relationship
between the lengths of the units can be conveniently expressed in terms of IUs per DU. For the
corpus as a whole, the number of IUs per DU ranged from less than 1 (i.e. partial IU) to 8, with a
mean of 1.8. Instances of minimal DUs would include the few cases of nonalignment just dis-
cussed. One-word responses and backchannel utterances are more typical cases of short DU,
albeit ones which correspond to IUs. DU (g) of example (1) is one such instance. Contrast with
this the long DU illustrated in (3). The second DU of the example contains four IUs (but note that
three of them are fairly short). DUs of this length were quite rare. In our data the vast majority of
DUs (96%) contained 1-3 IUs, with a median of 2.

Factors contributing to the coincidence of DUs and IUs

Earlier we noted that factors other than reset play some role in the perception of prosodic
unit boundaries. We identified aspects of utterance timing and speaker turns — in particular,
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pause, new turn, and turn length — as likely having an influence on the DU-IU relationship. In
this section we consider the occurrence of these factors in conjunction with DUs, IUs, and with
jointly aligned (i.e. coinciding) prosodic unit boundaries.

Pause. A total of 305 pauses 0.3 second or greater were measured from the spectrograms and
waveforms of the speech signal. Of these, 293 or 96% preceded either acoustic or auditory unit
boundaries or both (‘boundary pauses’). Boundary pauses occurred before jointly aligned DU and
IU boundaries in 225 cases; before nonaligned boundaries, pauses occurred in 2 cases with respect
to DUs and in 66 with respect to IUs. Thus, the presence of a pause would imply the beginning of
at least one new prosodic unit boundary. However, prosodic units regularly occurred both with
and without boundary pauses. Table 1 summarizes the location of all pauses in relation to prosodic
unit boundaries.

Table 1. Occurrence of pauses in relation to prosodic unit boundaries. N is the number of
units. Boundary pauses are pauses between units. The occurrence of internal pauses is
independent of boundary pauses.

N with preceding without with
boundary pause boundary pause internal pause
DUs 455 227 50% 228 50% 76 17%
IUs 807 291 36% 516 64% 12 1%
Total 1262 518 41% 744  59% 88 7%

It is noteworthy that just 518 (41%) of the 1262 prosodic unit boundaries were preceded by
pauses. In other words, pauses played no role in boundary identification for a substantial portion
of prosodic units, with half of the DUs and nearly two-thirds of the IUs showing no boundary
pause. Furthermore, one sixth of the DUs had unit-internal pauses. (Most of these, though,
occurred at IU boundaries, as IUs generally lacked internal pauses.) In sum, whenever a pause
occurs, a DU boundary is possible, and an IU boundary is likely. But it is more likely that a
boundary will occur without an associated pause.

New turn. The tabulated data included a total of 214 speaker turns for which there were Fo
readings and 117 backchannel utterances. Only the prosodic units that were part of actual turns,
however, could be included in the analysis. Unfortunately, Fo readings were not available for
nearly all (97%) of the backchannels, thus they had to be omitted from the final counts. As the
representativeness of the remaining 4 instances for which there were acoustic data was in question,
they were likewise omitted.

By definition, all turns began new IUs and DUs. (While there were 4 turns in which, in the
acoustic analysis, the initial IU(s) could have been included in a DU begun by the previous
speaker, we took these apparent interspeaker units to be an effect of the normalization process. In
these few instances, speaker change alone defined the DU boundary.) Yet the majority of prosodic
boundaries (66%) did not occur at turn junctures. Viewed differently, at most 47% of the DU and
27% of the IU boundaries could possibly be attributed to their turn-initial status. Thus, while a
new prosodic unit boundary accompanies each instance of speaker change, it is more likely that
such a boundary will occur during a turn, rather than at its beginning,

Turn length. The data included a broad range of turn lengths, as measured in either DUs or
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IUs. Turn length measured in IUs varied from 1 to 55 IUs; measured in DUSs, the length varied
from 1 to 25 DUs. A good many turns were of minimal length: 35% (69) were only one IU long,
while 67% (132) were one DU in length. Since the number of prosodic units was not equally dis-
tributed across turns of all sizes, the DU-IU correspondence was scrutinized according to turn
length. Given that a DU boundary implied an IU boundary (and thus boundary alignment at just
those points), it sufficed to compute the average number of IUs per DU for short turns versus long
turns. We calculated (in IUs) the mean length of DUs for tumns 1 DU in length versus all other
turns. These short turns averaged 1.5 IUs/DU (40.8); the longer turns averaged 1.9 IUs/DU
(*1.0). The difference is statistically significant (in a one-tailed t-test, t = 4.12, p < .001). Thus,
frequent speaker change does somewhat inflate the total number of joint prosodic unit boundaries
present in the data, and it does marginally increase the overall rate of boundary coincidence (to 1.8
IUs/DU). However, the consequences of this bias for our data are limited. A prominent DU-IU
correspondence still holds in extended stretches of talk by one speaker. As noted above, the
majority of prosodic unit boundaries occurred turn internally, despite the high percentage of one-
DU wmns. Moreover, the slightly lower IU/DU ratio for one-DU turns is balanced by the relatively
constant ratio for longer turns. That is, for turns longer than one DU, the mean IU/DU ratio does
not continue to increase as turn length increases, but seems to reach a ceiling and varies within a
very limited range.

The relative effect of pause, turn, and reset. While it is evident that pause and turn both exert a
measure of influence in the occurrence of prosodic unit boundaries, we have not yet examined the
combined influence of these factors and their effect on boundary coincidence in relation to reset
(or, for IUs, other prosodic features). Consider the distribution of these factors, presented in
Table 2.

Table 2. Cooccurrence of factors dcterrnining prosodic unit boundaries. Here, ‘pause’ is
boundary pause; ‘reset’ is Foreset; ‘other prosodic’ refers to prosodic factors other than
pause which define IUs. Factors are tallied separately for DUs and IUs. ‘Ahgned’ refers
to coinciding initial DU and IU boundaries.

DU DU DU U U IU

aligned only total aligned only total
Tuorn, pause & reset 97 23% - 97 Turn, pause & other prosodic (97) - 97
Turn & reset 117 24% - 117 Turn & other prosodic (117) - 117
Pause & reset 128 31% 2 130 Pause & other prosodic (128) 66 194
Reset only 108 22% 3 111 Other prosodic only (108) 291 399
Total 450 100% 5 455 Total (4500 357 807

Table 2 lists the occurrence of prosodic units with respect to the presence or absence of bound-
ary pause and speaker turn. DU and IU tallies are given separately. Coinciding prosodic unit
boundaries are tallied in the ‘aligned’ columns. (The figures are, of course, identical, but are listed
under both units to indicate that alignment involves both the acoustic and the auditory dimensions.)
Unaligned boundaries are tallied in the ‘DU only’ and ‘IU only’ columns. Note that any combina-
tion of features which includes new turn will result in boundary alignment.

Again, a bit under half of the cases of boundary alignment (23% + 24%) are associated with
new turns, and a bit more than half (23% + 31%) are associated with boundary pauses. But a
substantial minority (22%) of jointly aligned boundaries have no connection with either pause or
turn. In these instances, we can attribute the alignment of DU and IU boundaries to the feature of
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reset, as this is the only other prosodic factor influencing the formation of DUs. In other words,
although a majority of units exhibit boundary cues which make it impossible to ascertain the con-
tribution of reset alone in the perception of the unit boundaries, a substantial minority of prosodic
units occur without the pause or turn cues.

To summarize, while the occurrence of pause or speaker turn can be seen to favor the coinci-
dence of DU and IU boundaries, there were far fewer pauses or turns than aligning boundaries.
Specifically, although a majority (78%) of boundary pauses did fall at joint prosodic unit bound-
aries, unit-internal pauses were not uncommon. And although a change in speaker implied a joint
prosodic unit boundary throughout the data, boundary alignment also occurred regularly in
stretches of speech by one speaker.

Discussion

Our hypothesis has been proven in that a correlation between DUs and IUs exists. The bound-
aries of the acoustically and auditorily based units overlap to a large extent. Of course, this finding
— that the instrumental and perceptual measures of intonation do not conflict — was not unex-
pected. Assuming any relationship between the physical signal and its perception, we would
expect a better than chance alignment of initial DU and IU boundaries, as reset (and pause) are
features both prosodic units share. But our results show that the DU-IU correspondence is much
more than casual. Virtually all new DUs began new IUs as well. Clearly, the acoustic facts of
DUs are directly related to their perceptual equivalents in IUs. In light of this, we can point to a
specific acoustic measure which correlates with IU boundaries, that is, we may infer that Fo reset
is an acoustic correlate of pitch reset.

The DU-IU correspondence and the auditory analysis of intonation

The fact that we can identify an acoustic correlate of IUs leads us to conclude that there is a
definite phonetic basis to perceived intonation units of the type outlined in Du Bois et al. (1991).
While this conclusion in and of itself is perhaps unremarkable — especially for those researchers
who customarily work with instrumental data in experimental situations — it raises issues which
are in some sense still controversial. Specifically, our results directly challenge commonly held
views on the unreliability of perceptual judgments of intonation by trained linguists.

Ever since the publication of Lieberman’s (1965) famous experiment, many linguists have been
skeptical about the use of auditory data, insisting that if they are to have any value at all, they must
be verified either by experiment or machine. Brown, Currie, and Kenworthy (1980, p. 48) reflect
this view in justifying the necessity of acoustic as well as auditory data: “The dangers of relying
on auditory analysis alone are well known”. Such overgeneralizations are, however, due in part to
a misrepresentation of Lieberman's results. His conclusions apply in fact to one particular system
of intonational transcription — the Trager-Smith representation of pitch levels, stress, and juncture
— not to all forms of auditory analysis. Our systematic comparison of acoustic and auditory anal-
yses makes this abundantly clear. Auditory judgments of prosodic features can be consistently
made, given an appropriate analytical framework.

Skepticism towards auditory analysis has also resulted from certain expectations regarding the
nature of prosodic units. Those who have sought acoustic correlates of standard auditory units
without success understandably have little reason to be confident about perceptual judgments.
Again, let us take Brown, Currie, and Kenworthy (1980) as a well known example. In their into-
national studies, they were compelled to reject the use of tone groups, having encountered diffi-
culty segmenting the data “in a principled way” (p. 46). In other words, they found that no pur-
ported feature of the notion ‘tone group’ could unambiguously delineate the speech stream.
Instead of tone group, they employed a pause-defined unit, finding pause an easily measured
boundary marker. Although preferring a single, relatively transparent parameter in defining a unit
of intonation may be methodologically satisfactory, it does not guarantee meaningful results.
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Pauses in connected speech, though measurable with comparative ease, are multifunctional; speak-
ers pause for interactional, cognitive, and rhetorical, as well as for intonational and grammatical
reasons (cf. Deese, 1980; Goodwin, 1981). As we have seen, though frequently present in our
data, a boundary pause need not accompany every IU. A unit based only on pause cannot be con-
sidered the primary domain for intonation (cf. Couper-Kuhlen, 1986, p. 75).

Moreover, in preferring such a parameter, the assumption is made that units of intonation can
be categorically defined on the basis of one prosodic feature. What the DU-IU correspondence
outlined here indicates, however, is that auditorily based units of intonation should not be expected
to be definable on one criterion alone. Not all IUs exhibit reset. (In our corpus, 44% of the IUs
do not have the initial pitch shift required to trigger declination reset.) Thus, singling out one fea-
ture — such as reset — will suffice to delimit only a subset of units, albeit a large one.

Doubts about the value of instrumental analysis of prosody are also expressed in the literature.
Skeptics here point to the inability of the machine to distinguish between linguistically relevant and
irrelevant aspects of the acoustic signal. As Crystal (1969: p. 13) states, “Instrumental analyses
produce pictures of speech which are too sensitive to detail to provide any clear pattern”. Beyond
the issue of sensitivity, questions are sometimes raised regarding the interpretation of the acoustic
record. Of course, before instrumental data is meaningful, certain interpretative steps must be
made, introducing the very subjectivity the instrumental method seeks to avoid. Nevertheless, the
results of our comparison of DUs and IUs demonstrate that the judicious use of acoustic data read-
ily produces relevant patterns of organization. While discerning a ‘coherent intonation contour’
from the raw acoustic facts may indeed be problematic, a combination of prosodic and nonprosodic
phenomena — Fo declination change as observed in normalized data, pauses, and speaker turns —
can serve as a reliable boundary-identifying metric.

The scopes of DUs and IUs

Although the correspondence between DUs and IUs was found to be high, the two units were
often not coextensive. A range in the number of IUs per DU was observed, and on the average
IUs occurred about as twice as often as DUs. Obviously, DUs and IUs differ in scope. This, of
course, has to do directly with the way DUs and IUs are defined and delimited. A perfect align-
ment between DUs and IUs cannot be expected, because the auditory features corresponding to the
acoustic parameters defining DUs constitute only two of a larger set of features used in the identifi-
cation of IUs. Besides pitch reset (acoustically, the measure of change of the Fo declination line)
and perception of a measurable pause, numerous other prosodic features were said to cue the pres-
ence of an IU boundary, including pitch prominence, prosodic lengthening, and tempo acceleration
— features which have little, if any, direct effect on the overall declination. Yet there is no
requirement that an IU invariably exhibit any particular feature or set of features. As a unit defined
in terms of a prototype, the more features that coalesce at any point, the stronger (‘more prototypi-
cal’) the boundary will be, but an IU boundary may also be perceived when only one or two fea-
tures occur. Accordingly, Fo reset need not be present. For instance, the pattern illustrated in (4)
commonly occurs at the beginning of utterances.

(4) P: We=ll, /... uh=m, /
..(1.1) You- you sort of c6me déwn through this=, / ... you know, / this= cdstle. \
[V58-63]

In this example, the combination of prosodic lengthening and nonfinal (here level) pitch on the first
word of the utterance, together with the following pause, serves to distinguish well as a separate
IU without the occurrence of a pitch reset following the pause.

Prosodic domains and declination

Taking account of declination has been an important aspect of modeling Fo contours, whether
the phenomenon is incorporated directly into the model (e.g. Pierrehumbert, 1980) or is explained
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by the interaction of other components (e.g. Liberman and Pierrehumbert, 1984). In dealing with
acoustic phenomena such as declination, it is common for explicit models of intonation to assume a
prosodic domain the size of an ‘intonational phrase’ (IP). Our comparison of acoustic and auditory
units in natural discourse, however, casts doubt on this assumption. (While our analysis has been
in terms of IUs instead of IPs, they are clearly of the same order of magnitude: IPs have been
compared, for instance, to tone units (Pierrehumbert, 1980, p. 64). For the purposes of this dis-
cussion we will treat them as equivalent.)

The fact that declination is not necessarily reset at each IU boundary, but that it commonly
extends over a sequence of two or three (and occasionally more) IUs, poses some problems for
standard phonological accounts. First of all, it is not clear that the declination data in our corpus
could be properly described. Had we a priori restricted the domain of declination to an IU-sized
unit, declination would normally have been observable, but we would never have been able to
observe its full extent. Moreover, Fo reset would not be apparent in each of these smaller units.
Studies such as Lieberman, Katz, Jongman, Zimmerman, and Miller (1985) illustrate the point
being made. Their sample of spontaneous speech — nineteen “short, simple, declarative sen-
tences” (p. 650) extracted from recordings of one conversation and two lectures — had extreme
syntactic limitations imposed on it. Consequently, it is not surprising that they found declination in
only two thirds of the extracted sentences. In our corpus, only 56% of IUs showed a reset in pitch
large enough to accompany a new declination line.

Finally, we wonder whether explanations of the mechanics of declination which make refer-
ence to the internal operations of IU-sized (or syntactic) units can appropriately deal with a phe-
nomenon that we have shown often transcends the domain of the unit.

If not the IP, what, then, is the domain over which declination operates? In fact, this crucial
question is seldom asked — or at least not answered. (Sorensen and Cooper (1980, p. 421) ask
the question, but decline to address it directly. Indeed, they work with the same sentence or sen-
tence-pair examples of most other researchers (see Ladd (1986) for an exception). Moreover, it is
not quite true that “the kinds of inferences drawn from experiments with read speech exhibiting
[declination] would also apply to spontaneous speech” p. 408.) Much as in syntax with the
‘sentence’, the adequacy of the IP as a unit is rarely examined critically. In experimental situations
where this prosodic domain is given in advance, an illusion of perfect alignment may occur, so
there is little impetus for such examination. (Compare, however, Bruce (1982) and Thorsen
(1985; 1986), who observed separate declination effects for clauses and clause sequences in read-
ings of short passages of Swedish and Danish. Thorsen thus argues for a layered or hierarchical
system of domains, with smaller prosodic units subordinated to larger scale ones.) But in
connected discourse, a somewhat larger domain for declination is apparently called for. What is
this domain? In the following paragraphs we examine three possibilities for reconciling the differ-
ences in scope of our units: A perceptual domain larger than the IU, possibly corresponding to a
DU; an acoustic domain smaller than the DU, possibly corresponding to an IU; and a domain of
IUs and DUs connected by other common factors not measured here.

Auditory units beyond the IU. Since the results of our comparison of DUs and IUs show that
the two units are not simply equivalent units in different analytical dimensions (acoustic vs. audi-
tory), the question arises as to whether we can more closely relate the acoustically derived DUs to
any other auditory units. That is, are there perceptual units which are larger than IUs? The rele-
vant literature does mention several possible candidates. Those defined in terms of perceptual units
include: ‘pitch sequence’ (Brazil, 1978), ‘minor paratone’ (Yule, 1980), ‘major phrase’ (Ladd,
1986), and ‘[intonational] sentence’ (Chafe, 1987). However, upon inspection a basic problem
with each of these candidates is encountered: Each is too narrowly defined to account for the com-
paratively wide variation exhibited in DUs.

For instance, a pitch sequence is defined as “any stretch of language which ends with low ter-
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mination and has no other occurrences of low termination within it” (Brazil, 1978, p. 18). In
terms of the notation system used here, the boundary between pitch sequences would be most
closely identified by the presence of a final fall (more specifically, the last IU of the sequence will
exhibit this pattern). In our texts, IUs exhibiting final fall (transcribed ‘. \') do strongly tend to oc-
cur at the end of DUs (114/131 or 87%) — however, not all do. Some final falls are DU internal.
More importantly, though, only a quarter of all DUs end in a final fall (114/455). The actual into-
national structure of DUs is not limited to some theoretically correct pattern. Example (5), an ex-
tended turn by the main speaker, illustrates this point.

(5) K: Né6=.\..bit 1 think -- .. théy were --
...(.9) W€ think they were uh=, / ... cdse- -- ... gétting the upstdirs, / when we came bick, \
... And that we’d scdred them O6ff, \ but there’s no good ... évidence on that. \
... I mean there {s good évidence, \
.. The sécond time they bréke in, / and got nothing, \
... Déug came back, \
... An=d uh ...(.9) scdred them 6=ff. \ [R52-65]

While the DUs of lines 3 and 7 end in final falls, the remainder do not; furthermore, line 1 contains
a DU-internal final fall.

A similar lack of correspondence in the definition of the other units and the prosodic structure
of DUs is observed. Minor paratones and intonational sentences always end in a fall at or near the
bottom of the speaker’s pitch range. As just stated above, this is not true for DUs. In the case of
the major phrase, it is said to be “set off by audible prosodic breaks” (LLadd, 1986, p. 316) of the
type that correspond more to the properties of IUs: pauses, syllable-final lengthening, and bound-
ary tones. These features all occur DU internally, as well as at DU boundaries. Thus, it would
appear that these larger-scoped auditory units are not well matched to DUSs.

Finally, DUs could possibly be related to the ‘n-frames’ of Gibbon (1984), which serve as the
domain for global prosodic features such as declination. While the scopes of DUs and n-frames
appear to be similar in many respects, features other than declination as measured here are associ-
ated with the latter. Furthermore, it is unclear how linear DUs would map to these process-ori-
ented, recursive structures. However, the relationship of IUs to DUs — unnoticed in data from
reading sentences aloud — would seem to provide indirect support for Gibbon’s prosodic frames.
Gibbon notes that the distinction between nt-frames and y-frames (corresponding roughly to IUs) is
typically not drawn, “since nt-frames and y-frames tend to be co-extensive in such data” (p. 184).

Acoustic units within the DU. Another approach to approximating the scope of acoustic and
auditory units would be to locate smaller acoustic units within the DU. Some research on declina-
tion has indeed identified such internal acoustic structure. Sorensen and Cooper (1980), for
example, found small (“partial’) Fo resets between syntactically connected clauses. Research on
languages other than English has produced similar results. Collier (1985) found resets between
clause boundaries in Dutch. Other evidence of acoustic subunits is provided by Thorsen (1985;
1986). Working with Danish, she found that the acoustic record for a sequence of sentences may
exhibit a distinct declination line for each sentence in the sequence, in addition to the ‘global’ decli-
nation line.

Unfortunately, the syntactic orientation of most experimental work on declination makes com-
parison difficult, considering the limitations of this study. Results based on our DUs would seem
to be compatible with those based on declination lines derived from readings of sentence se-
quences, in that the domain of (some aspects of) declination may be longer than a simple declara-
tive clause. But in our data we do not notice the systematic partial reset reported. Whether or not
such reset occurs between parts of an utterance may be largely a function of the type of data used.
That is, differences in the data could dictate the nature of the declination observed, for the differ-
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ences are indeed striking. In spontaneous speech, for instance, it is the exception to find simple
clauses containing more than one full noun phrase argument (Du Bois, 1985). But most experi-
mental data — including that in the above-mentioned references — consists of constructed sen-
tences with two, three, or even four full noun phrases. It is well known that full noun phrase
constituents usually bear intonational prominence. Hence experimenters have frequent Fo peaks
within short periods of speech with which to construct top line declination lines, as well as low
points for bottom line constructions, something not usually available to analysts of natural data.
The lack of smaller DUs in our data could well be a function of the fewer instances, relatively
speaking, of intonational prominence.

A second approach to defining DUs of smaller scope would be to make a more detailed acous-
tical analysis of the data, rather than looking for declination subunits. Adding aspects of the Fo
curves such as location of peaks and contour shape, or correlates of the timing features used here
to delineate IUs, would serve to segment the speech stream more finely. But the difficulty of
defining such features solely on an acoustic basis, as noted for example by Hadding and Studdert-
Kennedy (1964), would make this approach seemingly difficult to implement. Still, we expect that
a closer study of some features, especially relative speech rate, could shed light on the location of
many of the IU boundaries not coinciding with DU boundaries.

In sum, the possibility of smaller acoustic units defined by declination lines cannot be dis-
missed. It is conceivable that small pitch ‘resets’ do occur — and are perceived — in our data at
most IU boundaries, but that the corresponding Fo variations do not result in the resetting of the
declination line. With the present acoustic data, however, evaluating such finer discriminations
would be speculative at best.

It is also possible that there is no easily defined large auditory unit, or no small acoustic unit,
and that the domains of both IUs and DUs are determined by other common features connecting
the two kinds of units, the most obvious being the text, or syntax. The comparisons in this study
were text-free as far as they could be made, but that is not to say that the text does not influence the
perception of prosody. The interactional nature of the data also speaks for a closer consideration of
the function individual IUs have in the conversations. Further investigation into the internal struc-
ture of DUs with respect both to the syntax of constituent IUs and to their interactional status
seems warranted.

On the other hand, there may be no one appropriate phonological prosodic domain for declina-
tion. Brazil (1978, p. 18) has said informally what Lieberman (1967) proposed in a phonetic
model: “Common-sense and rudimentary physiological considerations might lead one to expect a
progressive fall in pitch over any considerable stretch of speech”. If the regular decline of Foin
DUs which we have observed for spontaneous speech can be attributed to the mechanics of
speech, not only would its pervasiveness be accounted for, but also any apparent difficulty in fit-
ting DUs to larger perceptual units would be more palatable. This view has been echoed by nu-
merous researchers: “Where declination is systematic, it may be due not to the speaker’s phonetic
plan” — as most prosodic units presumably are — “but rather to physiological factors such as
diminishing subglottal air pressure” (Levelt, 1989, p. 399). Other research seems to indicate that
speakers have at least partial control over declination; Ladd (1984, p. 67) summarizes this point:
“There is plenty of evidence that the amount of resetting after a phrase boundary is subject to lin-
guistic constraints of one sort or another”. Clearly, the position of declination in a phonological
model is a complex problem that will be occupying our attention for some time to come.

Conclusions
In our analysis we determined the correspondence between acoustically based declination units

(DUs) and auditorily defined intonation units (IUs). The degree to which the two kinds of units
shared common initial boundaries served as our measure of correspondence. In comparing the ini-
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tial boundaries of acoustic and auditory units, the issue in question was whether the two units were
describing the same prosodic phenomenon, but in different dimensions. Our results indicated a
two-part answer.

Because virtually all of the acoustic unit boundaries were also identified as auditory unit
boundaries, we concluded that the specific acoustic features of DUs (Fo reset and pause) had per-
ceptible auditory correlates. Moreover, as the auditory analysts were consistently identifying these
correlates when segmenting the corpus into IUs, the validity of using both acoustic and auditory
methods in intonation analysis is bolstered.

Because the units differed in scope, with one to three auditory units occurring for every acous-
tic unit, we concluded that declination in normal American English conversation frequently extends
beyond the scope of standard prosodic phrasing. The adequacy of the ‘intonational phrase’ as the
primary domain for declination is thus called into question. In addition, due to this scope differ-
ence, an analysis in terms of DUs, while lacking the detail afforded by the IU analysis, adds a
measure of cohesiveness not available from IUs. Neither unit alone (as defined here) is sufficient
to completely describe our intonational data. Although we have focused in this paper on reset as a
cue for identifying prosodic boundaries, it is hoped that the particulars of the DU-IU correspon-
dence presented here can provide the first step in a proper acoustic description of IUs as well as an
understanding of the internal structure of DUs.
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Footnotes

! Conversion to normalized semitones was as follows. First the Fo (Hz) values, which are on a
linear scale, were converted to semitones (octave values), measured on a logarithmic scale. This
was done by dividing the natural logarithm of the Hz value by the natural logarithm of the twelfth
root of 2, or In(2)/12, which is approximately 0.0578. (An octave interval, which doubles the
pitch, results when In(2) is added to the In(Hz) value; since there are twelve semitones in an
octave, a semitone interval is achieved by an increase of 1/12 In(2). Assuming a zero point of
16.35 Hz for the semitone scale (a reasonable zero point for the threshold of pitch, cf. Graddol
1986: 228), the semitone value is actually:

Hz
Ln (_1—6_33)/ .0578

The normalized (Z) scores were then computed for each speaker from the mean and standard
deviation of that speaker’s semitone scores. The procedure was to subtract each value from the
mean of the speaker and divide the result by the standard deviation of that speaker. That is, the
score is expressed in terms of number of standard deviations from the mean for the speaker. This
results in a mean of O for each speaker and a standard deviation of 1.

2 Briefly, transcription conventions are as follows: Three dots ‘... mark pause, with the length of
pauses over 0.7 s given in parentheses; ‘..” marks a brief break in speech rhythm; ‘=’ indicates
prosodic lengthening; (H) indicates inhalation; @ is laughter. Vertically aligned pairs of brackets ‘[’
or ‘[’ mark speaker overlap; ‘« »’ indicates uncertain segmental material. Prominent syllables are
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marked with an acute accent. Voice quality features are represented by an angle bracket notation:
<P P> is soft, <F F> is loud speech; «@ @> is speech accompanied by laughter. For detailed
information, consult Du Bois et al. (1991). A preliminary version is available as Du Bois,
Cumming, and Schuetze-Coburn (1988).
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Phonetics and Phonology in Sweden
Peter Ladefoged

Phonetics is the study of speech sounds. Phonology is the study of the
patterns of sounds that occur in languages. In some countries, such as the
United States, departments of linguistics place major emphasis on the study of
the formal constructs of phonology, and there are more phonologists than
phoneticians. In Sweden this is clearly not the case. There are comparatively
few people whose main interest is in formal phonology, and a considerable
number who are concerned with the physical realization of speech sounds. In
order to understand why this is so we must remember that speech involves
much more than language, and part of phonetics is outside linguistics. As well
as purely linguistic information, speech conveys sociolinguistic information
about the social and regional background of the speaker, and additional
information about the speaker’'s emotional state. It may also serve simply as an
indicator of the speaker’s identity. Phonetics is concerned with all of these
aspects of speech sounds. In addition, phonetic studies are closely linked with
work in speech pathology, psychology, and communications engineering.

It is possible to regard phonetics as a field in its own right; and, indeed,
this has been the case at times in Sweden. Nowadays, however, phonetic
research in Sweden is conducted mainly in linguistics departments or in
institutes of technology. There are no Departments of Phonetics. Nevertheless
in Sweden the wide ranging nature of phonetic studies is fully recognized, and
phonology is regarded as the linguistic part of phonetics, rather than phonetics
being regarded as the final stage of a linguistic description. In this chapter we
will begin with a discussion of work in phonology, and then continue with an
examination of various aspects of work in phonetics.

Phonology

There are many interesting phonological phenomena within Swedish
itself. One of the best known is what is variously called supradentalization, or
postalveolarization, or retroflexion. This involves the effect of a preceding /r/ on
one of the consonants /t,d,n,s,l/ each of which is usually made on the teeth.
When /r/ precedes there is a merger at the phonetic level into a single
consonant made further back in the mouth, but with the same manner of
articulation as the original dental consonant. The effect can occur both within
words, as in the pronunciation of fort ‘fort’ with the final consonant being a
merger of /r/ and A/, and between words, as in f6r tunn ‘too thin’ with a similar
merger, as well as in other circumstances, as has been shown by Eliasson
(1986). (A similar effect occurs in many forms of American English, in which the
/d/ at the end of the word hard is made further back due to the preceding /r/.
This effect may spread to subsequent consonants in the same word; such as /n/
in harden, and both /n/ and /d/ in hardened and even to the initial consonants in
a subsequent word, such as the /t/ in hardened to it.) This phonological process
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is very prevalent in Swedish and has many ramifications, some of which have
not yet been fully investigated.

Other basic phonological research on Swedish concerns such things as
the number of vowels. Are there 18 vowels — 9 short and 9 long — or are the
vowel length alternations completely predictable from the surrounding sounds
so that Swedish has only 9 underlying vowels? As Eliasson (1985a) remarks in
an interesting discussion of this problem: “... it is still possible, even in
languages with a long research tradition, to discover extensive structural
evidence whose significances for the outstanding issues in the description of
the language has not yet been at all explored.”

Swedish is one of the smaller languages of Europe, and Sweden has
long realized the necessity of studying other languages. As a result there have
been a number of studies of English and French phonology, some of which
demonstrate Swedish contributions to new views of phonology. In the last
decade linguists in many countries have been much concerned with non-
segmental phonology and metrical structure. A typical problem concerning
English has been the correct formulation of the rhythm rule whereby words such
as ‘thirteen,” which usually have the stress on the second syllable when
pronounced in isolation, have the stress on the first syllable in phrases such as
‘thirteen men.” Horne (1990) has provided some interesting data on this
problem.

Swedish linguists have also considered phonological problems in a wide
range of other languages, such as consonant deletion in Turkish (Eliasson
1985b), the structure of words in Maori (Eliasson 1989), Mongolian
palatalization (Svantesson 1991), the origin of tones in Mon Khmer
(Svantesson 1989), Welsh vowel length and syllable structure (Wood 1988)
Lule-Sami voicing and duration patterns (Engstrand 1987a, 1987b), Oid
Icelandic i-umlaut (Braroe 1979) and Sanskrit aspiration(Ejerhed 1981). There
have also been studies of other languages in which the emphasis has been
more on the phonetic data than on points of phonological theory, including work
on nasal mora in Japanese (Nagano-Madsen 1989), Wu (Chinese) consonants
and tone (Svantesson MS), Greek intonation (Botinis 1991), Udehe creaky and
breathy voice(Radchenko MS), Bulgarian vowe! reduction (Pettersson and
Wood 1987), and the interlanguage used by Korean learners of Swedish (Pyun
1987). Interesting work on sound change in perception and production has
been reported by Janson (1983), who also has more recently been conducting
investigations of the phonology of a wide range of languages (Janson 1991).
But with the exception of work on pitch accent, which will be considered later,
Swedish research in the more theoretical aspects of phonology has not been
extensive. Unfortunately, Linnel, whose early work was very interesting (Linell
1979, 1982), no longer works in this area. It is good, however that at least some
Swedish researchers are abreast of new developments in phonology and are
making significant contributions in this area.
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General Phonetics

A central concern of phonetics is the relation between the acoustics of
sounds and the articulations that produced them. The first giant steps in this
field came with Fant’s Acoustic Th f h_Production (1960), and Fant
and his colleagues at KTH have continued to lead the way from that time on.
The recent work by Lin and Fant (1991) on vocal tract modeling continues this
tradition, bringing a great deal of new knowledge to this field. Other KTH work
on vocal cord vibrations and phonation types (Anantapadmanabha and Fant
1982) also has many implications for linguistic studies of languages that
contrast more than just voiced and voiceless glottal states.

Until recently Sweden had another major contributor in general phonetic
theory. Lindblom’s ideas on the balance of forces shaping sound systems
have received world wide attention. He has suggested (Lindblom, MacNeilage
and Studdert-Kennedy, forthcoming) that languages are self-organizing
systems in which the various patterns of sounds arise through different
resolutions of the tensions between the needs of listeners for auditory
distinctiveness, of speakers for articulatory ease, and of communities for social
cohesion. Swedish phonetics has lost a lot now that ideas such as these are no
longer available through Lindblom’s teaching. The phonetics group that he
headed is still producing noteworthy research. They have been much
concerned with immigrants in Sweden (Cunningham-Andersson and Engstrand
1990). Engstrand’s work on word accents (Engstrand 1989) and Traunmilier's
extensive studies of vowels are also worthy of mention (Traunmiller 1981,
1988; Traunmuller and Lacerda 1987).

Researchers in other institutions in Sweden have also made notable
contributions in general phonetics. Early insightful work by Ohman (1966,
1967) is still widely cited. It is a pity that he has not continued to contribute in
this field. Wood has made extensive use of X-ray data to capture new
generalizations about the articulations of vowels (e.g. Wood 1979, 1986, and
1991a). Much of this work is well known internationally, but some phoneticians
express reservations as to whether his results involve oversimplification of the
tongue shapes in vowels, and whether, in some papers, too much is inferred
from a single speaker of each language. Recently he has been extending these
studies beyond the steady state positions involved in vowels to considerations
of the temporal coordinations of speech gestures (Wood 1991b), which is a
useful contribution to current discussion on this topic.

Intonation and Prosody

It is difficult to know where to draw the line between phonology and
phonetics; and this is particularly true when it comes to studies of intonation. A
sentence may consist of a particular sequence of words, built up of certain
speech sounds; but these words can be said with many different intonations,
some of which convey linguistic information, and some of which do not. There
obviously may be a linguistic difference between two sentences which differ in
syntax. In the written language these differences may be marked by
punctuation, but in the spoken language they are usually conveyed by the
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intonation. An example of a pair of English sentences differing in syntactic
structure is: “When danger threatens your children, call the police” compared
with “When danger threatens, your children call the police.” Comparable
sentences in Swedish have been analyzed by Bruce, Granstrém and House
(1991).

Other differences in intonation, however, may merely reflect differences
in the attitude of the speaker to the person being addressed, or to the topic
under discussion, or even to the world in general. A speaker may sound
condescending to the listener, or sarcastic about the topic, or even angry at life.
In between the two extremes of syntactic and attitudinal differences of intonation
there are differences that may, or may not, be considered to be linguistic
involving, for example, differences in emphasis on a particular word.

Intonation studies in Swedish are complicated by yet another point. In
Scandinavian languages some words have lexically distinctive accents, so that,
for example, anden ‘duck’ and anden ‘spirit’ are the same except for the pitch
accent. The definitive work on this topic is that of Bruce (1977), which is
internationally regarded as an insightful contribution to phonological studies of
this kind. Perhaps partly because the pitch variations in Swedish words have
long been recognized as an interesting facet of the Swedish sound system,
(Meyer 1937) Sweden has long been a leader in prosodic studies of all kinds.

It is difficult to quantify pitch changes and make abstract formal
descriptions of intonation because the range and the absolute values of the
pitch changes in sentences are very dependent on the individual speakers.
Strides in normalizing pitch records were made by Garding (1983; see also
Garding 1991), who devised a system for placing a grid on a pitch curve and
interpreting pitch changes in a standardized form. Variants of this technique
have been used to describe tone and intonation in Hausa (Lindau 1986),
Chinese (Garding, Zhang and Svantesson 1983), and in French (Touati 1987,
1991). Current work at Lund on the exploitation of pitch in natural dialogue
uses some of the most up to date methodology (Bruce 1991). Sophisticated
computer systems are used not only for extracting physical variables such as
the fundamental frequency (pitch) and duration, but also for testing the
proposed phonological analyses. Thus observed prosodic patterns are being
related to the linguistic structure of a spontaneocus dialogue, with all its
interruptions and turn-taking implementations. The Lund researchers are also
comparing the prosodic patterns in spontaneous dialog with those in laboratory
recordings of written material (Bruce, Granstrém and House 1991). At the
moment, these two types of speech turn out o be not very different from the
point of view of the prosodic structure. Further studies have shown how
speakers of different dialects (British and American English) differ in their use of
pitch to signal whether a new topic is being introduced (Horne 1991). To be
valid, such work requires the analysis of the speech of a large number of
speakers, which has not yet been done.

There is good cooperation in intonation studies between the researchers
at Lund and those at KTH (e.g. Bruce, Granstrém and House 1990). But the
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emphasis of much of the work on prosodic aspects of speech at KTH has been
on durational properties rather than on pitch. The aim has been to describe the
temporal organization and rhythm of Swedish, particularly with regard to prose
reading in different styles (Fant and Kruckenberg 1989, Fant, Kruckenberg and
Nord 1991a,b,¢c). This work has greater importance than its immediate practical
relevance to studies of Swedish. It is an excellent example of how to get
experimental evidence to bear on phonological questions by putting
considerable thought into what are the correct things to measure. A large
number of interesting statistics have been discovered. For example, when
reading fast, content words such as nouns and adjectives shorten to about 75%
of their duration in isolation; but function words such as pronouns, conjunctions
and articles are considerably shorter, with articles being only about 21% of their
length in isolation. It is also clear that there are greater changes in the lengths
of the pauses rather than in the individual sounds.

These studies of the temporal organization and rhythm of Swedish have
been extended to studies of poetry as well as prose (Nord, Kruckenberg and
Fant 1991, Kruckenberg, Fant and Nord 1991); this work is highly regarded by
phonologists. These researchers have also conducted cross-linguistic studies
of Swedish, French and English. It is apparent that “the smaller contrast
between stressed and unstressed syllable durations in French compared to
English and Swedish is both a matter of a smaller contrast in syllable
complexity and a lower degree of stress induced lengthening. In addition, the
relative precision and low degree of vowel reduction in French reduces the
stressed/unstressed contrast.” (Fant, Kruckenberg and Nord, 1991). However,
these resuits should be regarded with caution, as almost all of them are based
on studies of a single speaker of each language. We hope that this rather
severe defect will be corrected shortly.

Other work on pauses is in progress at Umed. In this case most of the
results are based on recordings of a text read by 10 speakers, each recording
this text at a slow, normal and fast speed. This considerable body of data has
led to a number of results (Strangert 19904, b, 199143, b,c). Pauses turn out to
be marked in complex ways. “The acoustic correlates of pauses, in addition to
silence, include prepausal lengthening, resetting of intensity and Fg, and voice
quality irregularities. In general, the higher the rank of the boundary, the
stronger and more varied were the acoustic correlates.” (Strangert 1991a)

Speech synthesis

Some of the greatest challenges facing phonetics today are in the realms
of speech synthesis and speech recognition. High quality synthetic speech is
needed for many purposes. An obvious example is for use in reading machines
for the blind. Of more commercial importance (regrettably) is the need for
synthetic speech in answering machines that will supply over the telephone
information from catalogues, timetables, telephone directories, stock exchange
prices or any kind of data base that needs to be constantly updated. The task of

producing good quality speech for any of these purposes requires the talents of
both linguists and engineers

91



Nearly all the early stages of the process of going from text to speech
involve linguistic research. First all the abbreviations and numbers have to be
converted, so that the computer can pronounce “SEK285.4” as “two hundred
and eighty five Swedish kronor and forty ¢re”. Then the text has to be
converted into a phonological transcription by using a set of rules, with
comparatively few words being handled as exceptions. Again this is a task for
which training in linguistics is helpful. Next all the phonological processes have
to be taken into account, particularly those that adjust the dictionary forms of
words to the forms required in particular contexts in connected speech. Stress
has to be assigned correctly, bearing in mind differences such as in “He’s now
fiteen” compared with “Fifteen men.” Most difficult of all is the assignment of
intonation, which interacts with all levels of linguistic analysis, as well as
involving knowledge of the speaker’s attitude to the world in general, and to the
topic under discussion. Still within the realm of phonetics is the task of taking
the narrow phonetic transcription and translating it into a set of acoustic
parameters (such as formant frequencies) for generating sounds. Swedish
researchers have been in the forefront of many of these endeavors.

Research on speech synthesis in Sweden is centered at KTH, but there
is notable collaboration with linguistics departments in other institutions, not
only in Stockholm but also in Lund and Umed. This collaboration makes this
research an important part of linguistics in Sweden. It is also noteworthy that
speech synthesis research in Sweden is multilingual in nature, and puts
considerable emphasis on basic research. The text-to-speech system
developed at KTH has always been designed to be multilingual, with the
language-specific parts being formulated mostly in a notation close to the one
commonly used in generative phonology (Carlson, Granstrém and Hunnicutt,
1990). The aim is to provide a developmental environment that can be easily
used by linguists and others without the need to know about computer
programming. This has led to the rapid development of muiti-lingual speech
synthesis systems. “Versions of the [KTH] text-to-speech program are now
commercially available in British and American English, German, French,
italian, Spanish, Norwegian, Danish and Swedish” (Carlson, Granstrém and
Hunnicutt, 1990). It should be noted, however, that intelligibility tests have
shown that the American English version of this speech synthesis system

compares rather poorly with the better monolingual American systems (Logan,
Greene and Pisoni, 1989).

There are two kinds of basic research involved in the Swedish speech
synthesis effort, one being concerned with general phonetic problems, and the
other with more specific issues involving particular sounds and prosodies. The
general phonetic problems include studies on articulatory synthesis (Lin 1990,
Lin and Fant 1990), female voice sources (Karlsson 1991), and new methods of
measuring segmental intelligibility (Carlson, Granstrom and Nord, 1990a,
1990b). This concern with basic research is evident even in the design of the
KTH speech data base (Carlson, Granstrom and Nord, 1990¢), which is
intended for acoustic phonetic research rather than (as other similar data
bases) primarily for evaluating speech recognition systems. Researchers at
KTH have also been concerned with ways of explaining speaker characteristics
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and speaking styles with respect to synthesizing different emotional and
attitudinal dimensions. This work is not within the realm of linguistics; but it is
certainly part of phonetics.

More linguistic offshoots of work on speech synthesis may be exemplified
by research on Swedish “sonorants” /r,l,v,j/ by Carlson and Nord (1991), who
discuss acoustic correlates of the allophones of these sounds and provide
interesting reasons why they should be regarded as a phonological class,
despite both /v/ and /j/ being weakly fricative. Going beyond phonology,
morphological considerations are seen to play an important role in converting
written text to a phonetic transcription suitable for subsequent speech synthesis.

Speech recognition

In many countries, most applied phonetic research is directed towards
improving speech recognition systems. In Sweden, the emphasis is on speech
synthesis rather than recognition, with the tacit understanding that speech
researchers do not yet have sufficient knowledge to make large steps in speech
recognition. This may be a wise decision in that there has not been any
dramatic progress in speech recognition in the last few years. For a long time
we have been able to use computers to distinguish single words, such as the
digits zero through nine. More recently, several systems have been developed
that can recognize limited sets of words in task-specific situations, in which the
computer can structure the dialog. For example, in an airline reservations
system, the computer can ask “Where do you want to go? Which day of the
month do you wish to travel? At what time? On what airline? ” For each of
these questions there is only a limited set of possible answers. Computers can
successfully recognize and process speech in these circumstances; but they
cannot as yet interpret normal conversational speech as spoken by people with
a wide range of accents and different personal characteristics—which any of us
can do. Before we can build systems that can go any further in this task there is
a great deal of linguistic research to be done.

Some research on speech recognition is being carried out in Sweden,
but most of it is concerned with the less linguistic aspects of the task. There
are, however, interesting phonetic implications to the hypothesis that speech
recognition of variant pronunciations could be improved by taking into account
the fact that differing realizations of an utterance often depend on variations in
the synchrony between two or more articulatory gestures (Blomberg 1991). ltis
also of phonetic interest that speech recognition is improved if the system is
allowed to adapt to the speaker’s individual voice source spectrum (Blomberg
1989a, 1989b). At the moment, however it is hard to find any linguistic or
phonetic implications in an artificial neural network that recognizes phonemes
(Elenius and Takécs, 1990), which is the basis for much research of this kind.

Other phonetic research

It is hard to know where to draw the line in the discussion of linguistic
aspects of phonetic research in this report. There is a considerable amount of
work in speech pathology (often called phoniatrics in Sweden), much of it by
people in linguistics departments. Some of this is clearly within the realm of
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linguistics. For example, Magnusson and Nauclér (1990) have shown that
language dis-ordered pre-school children may not have the linguistic and meta-
linguistic prerequisites that are needed for learning to read and write
adequately. Their work has also thrown interesting light on the argument over
whether knowledge of phonemes can only be developed as an effect of
learning to read and write in an alphabetic system. Magnusson and Naucleér
(1988) have shown it is possible to become aware of phonemes without
knowing the alphabet.

Other work in speech pathology is less evidently linguistic, although it is
valuable in its own way. In Stockholm Almé, Oberg and Engstrand (1989) have
discussed the speech of a glossectomized speaker, and Nord and Britta (1989)
and Nord, Hammarberg and Lundstrom (1991) have reported on speech
without a larynx. In Lund there is research that has interesting implications for
the hearing impaired (House 1990a, 1990b). There is also a great deal of
cooperation with the Department of Phoniatrics.

Conclusion

It is clear that Sweden is a world leader in phonetics, and has some well
known work in phonology. Students from abroad will no doubt continue to
come to study phonetics at the laboratories in Lund and Stockholm universities,
as well as at KTH, all of which have high international reputations. Phonetics at
Umea is also strong, and there are facilities with good potential at Gothenburg
and Uppsala. Even with the retirement of Fant from the professorship (though
not from active research; see Fant 1989, 1990, 1991), the loss of Lindblom to
the United States, and the move of Ohman to other interests, there remain
notable senior scholars such as Granstrom and Bruce. There are also many

middle level and younger scholars who are establishing international
reputations.
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Dynamic aspects of English vowels in /bVb/ sequences
Keith Johnson

Abstract

Analysis of X-ray microbeam recordings of 5 speakers pronouncing /bVb/ sequences
revealed that vowels in midwestern American English differ from each other in terms of lip,
tongue, and jaw dynamics as well as in terms of “target” positions. The data supported Lehiste &
Peterson’s (1961) distinction between short and long-nucleus vowels. Short-nucleus vowels /1, €,
A/ had shorter deceleration phases during the lip opening movement and shorter acceleration phases
during the lip closing movement. A kinematic analysis of the consonant opening and closing
movements suggested that in a spring/mass model of articulator movement these short vowels
would be characterized by greater spring stiffness. /o/ had less spring stiffness during the opening
gesture and /oY, el, &/ and /o/ had less spring stiffness during the closing gesture. A canonical
discriminant analysis of articulator positions across time found consistent patterns of tongue
movement which separated the vowels into the same groups found in the kinematic analysis of lip
movement. Each of the four factors found in the analysis was associated with a movement pattern.
Additionally, the first two factors were associated with gross tongue location differences and the
third factor was associated with tongue bunching. These analyses suggest that the dynamic
control of the lip gestures in /bVb/ sequences is coordinated with tongue movement patterns for
vowels.

1. Introduction

In addition to spectral distinctions (Peterson & Barney, 1952), American English vowels
differ in acoustic duration and formant trajectory patterns. Low vowels such as the vowel in “hod”
have longer durations than do high vowels such as the vowel in “heed”, and the vowels in “hid”,
“head”, “hood”, and “hud” have shorter durations, respectively, than those in “heed”, “heyed”,
“who’d”, and “hod” (Lehiste & Peterson, 1961). Lehiste & Peterson also noted that the vowels in
“hid”, “head”, “hood”, and “hud” had relatively shorter F2 steady-states than did the other vowels.
Therefore, they classified /1, €, u/ and /a/ as short-nucleus vowels, /i, u, €', oY, q, 5, &, aY, al/
and /o!/ as long-nucleus vowels. The long-nucleus vowels could be further divided into simple-
and complex-nucleus vowels, and among the complex-nucleus vowels, Lehiste & Peterson
identified /e', oY/ and /e~/ as single-target vowels and /aY, al/ and /ol/ as double-target vowels. The
double-target vowels typically had two F2 steady-states, while the others did not. Stevens, House
& Paul (1966) found that vowels produced in CVC sequences in which the initial and final
consonants were identical did not have symmetric F2 trajectories. So, for example, the F2
trajectory of [gu] was not a mirror image of the F2 trajectory of [ug]. They reasoned that these
formant trajectory asymmetries reflected the existence of offglides in the vowel. They suggested,

for example, that /i/ and /u/ had peripheral offglides and could be transcribed (U] and [uW], while
Lehiste & Peterson’s (1962) short-nucleus vowels had central offglides and could be transcribed
[V3]. The distinction between simple and complex nucleus vowels has also been a feature of
linguistic descriptions of American English since at least 1933 (Bloomfield, 1933, p. 104, 124;
Trager & Smith, 1951, p. 12 ff.; Chomsky & Halle, 1968) although the particulars of each
successive analysis vary.

There is increasing evidence that listeners expect and make use of dynamic information in
vowel perception (Strange, 1989). Huang (1986) and DiBenedetto (1989a,b) found that the
temporal location of the peak in the F2 trajectory has an impact on the categorization of some
American English vowels. Strange, Jenkins & Johnson (1983) found that listeners' vowel
identification performance was only slightly affected when the vowel centers in CVC syllables
were replaced by silence. Parker and Diehl (1984) confirmed this finding. When the middle 70%
of the vowel was replaced by silence, vowel identification error rates were about 20% for short
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vowels and less than 10% for long vowels (the comparable error rates in the full vowel condition
were 5% and 3%). Even with 90% of the vowel replaced by silence (only about 10-15 ms of the
vowel onset and 10-15 ms of the vowel offset remaining audible) Parker & Diehl found that
listeners' performance was well above chance. These results were taken to indicate that vowel
formant transitions provide valuable perceptual information, which listeners readily use. This
conclusion was strengthened by Verbrugge & Rakerd's (1986) silent-center vowel study. They
constructed silent center vowel stimuli by splicing together initial (or final) transitions taken from
vowels produced by men, with final (or initial) transitions produced by women (and an appropriate
amount of silence between the two portions). They found that these hybrid male/female silent
center vowels were identified just as accurately as were single-speaker silent center vowels. This
result suggests that 'target' formant frequencies may be less important in vowel perception than are
the direction and rate of change of formant trajectories, and thus that spectral change in an
important perceptual property for vowels in English. Nearey and Assman (1986) also came to this
conclusion. They constructed stimuli from naturally produced isolated vowels by extracting a 30
ms portion from early in the vowel and another 30 ms portion from late in the vowel. Listeners
could correctly identify the vowels when these vowel portions were played in the original order,
but if the first portion was played twice or the two portions were played in the opposite order the
listeners' performance dropped dramatically.

The two-target representation proposed in linguistic descriptions of American English fits
several aspects of these acoustic and perceptual studies of vowels. First, some of the duration
differences among American English vowels may reflect a difference between vowels with two
vowel targets and vowels with one vowel target. Similarly, Lehiste & Peterson’s (1961)
distinction between short-nucleus and long-nucleus vowels can be described in terms of the
number of articulatory targets involved in producing the vowel. Note, however, that this is not
Lehiste & Peterson’s (1961) interpretation. They distinguished between three types of long-

nucleus vowels only one of which, in their view, had two vowel targets (the “true” diphthongs [al,

av] and [0]). We will return to this point in the conclusion. A two-target model of vowel
articulation in American English is obviously relevant for Nearey and Assman’s (1986) perceptual
study, and may also provide an explanation for the relative importance of vowel edges as opposed
to vowel centers found in the silent center studies reviewed by Strange (1989). In addition, a
phonetic distinction between one and two-target vowels corresponds to a distinction which must be
made in view of some phonological phenomena. For instance, phonetically long vowels may
occur in open syllables such as “bee”, “bay”, “spa”, “law”, “go”, “do”, and [b&] (the noise a
sheep makes), and in open upbeat syllables with secondary stress such as in the words “recede”,

“Daytona”, “tautology”, “rotation”, “bubonic” and “Camay” while phonetically short vowels may
not occur in these environments.

In contrast to the acoustic and perceptual studies which suggest that changes in formant
trajectories during American English vowels are linguistically significant, many previous studies of
vowel production have focussed on articulatory target positions during vowels and various sources
of variability for these targets assuming that a vowel in American English is specified by a single
articulatory target. For instance, Kent & Netsell (1971) reported the effects of linguistic stress on
tongue, jaw and lip positions at the acoustic midpoints of vowels with some illustrative data on
articulatory dynamics of stress distinctions. Kent & Moll (1972b) studied vowel-to-vowel
coarticulation, reporting movement trajectories from one vowel target to another with various
consonants or linguistic boundaries intervening. Ladefoged, DeClerk, Lindau & Papgun (1972)
studied individual differences in tongue shapes for vowel targets, and their data were further
analyzed in terms of tongue shape factors by Harshman, Ladefoged & Goldstein (1977). Gay
(1974) noted the effects of consonant / vowel coarticulation, vowel-to-vowel coarticulation, and
speaking rate on the positions of the tongue, lips and jaw at the point of maximum articulator
displacement during vowels. Perkell & Nelson (1982) investigated variability in tongue
positioning during vowel production as a function of the place of maximal constriction, looking at
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one time slice for each vowel (the point of extreme movement toward the vowel target). Jackson's
(1988) cross-linguistic study was based on tongue shape data taken at the vowel midpoint. All of
these studies have in common that they characterize the articulation of American English vowels in
terms of a single vowel target.

So, acoustic phonetic studies indicate that the vowels of English have discernable dynamic
properties and perceptual studies indicate that these dynamic properties are important for speech
perception. Also, the traditional linguistic analysis of American English vowels (going back to
Bloomfield, 1933) suggests that the vowels can be separated into those which have two vowel
targets and those which have only one. Yet, the dynamics of vowel articulation in American
English have not been extensively studied. The experiment reported here addresses this issue by
analyzing (1) the kinematics of lower lip movement for different vowels in /bVb/ sequences as
produced by speakers of American English, and (2) tongue body movements during those vowels.

2. Method

The data were collected by Peter Ladefoged and Mona Lindau at the x-ray microbeam
facility at the University of Wisconsin (Fujimura, Kiritani & Ishida, 1973; Kiritani, Itoh &
Fujimura, 1975; Abbs, Nadler & Fujimura, 1988). Some aspects of these data have been reported
previously (Lindau & Ladefoged, 1989,1990; Johnson, Ladefoged & Lindau, submitted).

2.1 Subjects

Five speakers (3 females and 2 males) of northern midwestern American English served as
speakers for the experiment. They were paid a small sum for their participation and were recruited
by the staff at Wisconsin from the university community. The subjects were unaware of the
specific purposes of the experiment, and reported no history of speech or hearing deficiencies and
had no dental fillings. The speakers were screened for dialect homogeneity by having them read
several sets of dialect diagnostic words (e.g. “merry”, “Mary”, and “marry”). One of the male
speakers (RP) did not distinguish between /5/ and /a/, so he did not read the /o/ words. For these
speakers, /&/ was diphthongized and could be transcribed as [€°] or [e®], and /e/ was transcribed
as somewhat lower than in other dialects of American English.

2.2 Materials
The speakers read sentences containing symmetric C;VCj sequences with the consonants

/d, b, s/ and the vowels /i, 1, €L, &, &, q, 2, A, 0Y, U, u/. Not all of these sequences were real
words in English and so the subjects were instructed in the pronunciation of the non-English
sequences by pointing out words which rhyme with the test sequences. For instance, “beb” [beb]
rhymes with “Deb” in this dialect. In an attempt to balance the demands of using actual words with
the desire for a factorial experimental design, some of the words had CVC structure and some had
CV structure with the following word in the carrier phrase supplying the final C of the sequence.
For example, instead of being asked to read, "Say beeb (/bib/) between”, the subjects read, "Say
be between". The different syllable structures complicated the interpretation of lip closing
kinematics as discussed below. A full list of the sentences is presented in Table I. Analyses of
the /bVb/ sequences are reported below. This subset of utterances was chosen on the assumption
that in them tongue movement would be relatively free from consonant effects and thus more easily
interpretable as reflecting vowe] articulations (Engstrand, 1988; Nord, 1975).

2.3 Procedure

Small (2.5 mm) gold pellets were glued to the speakers’ lips, teeth, and tongue along the
midline of the vocal tract (Figure 1). Two additional pellets tracked head movement. These pellets
were glued to the bridge of the nose and to the border of the upper incisor and gums. One pellet
was glued to the border of the lower incisors and the gums and indicated the location of the jaw.
The lip pellets were glued to the borders of the vermilion ridges of the upper and lower lips. The
tongue pellets were placed at intervals of approximately 15 mm on the protruded tongue with the
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Table 1
List of materials.

Say dee to me. Say bee  between. Say see  serenely.
did bib sis
day bay say
dead beb cess
dad bab sass
Dodd bob SOSS
daw baw saw
doe boe sew
dood -—-- S00S
do boo sue
dud bub suss

first pellet about 8-10 mm behind the tongue tip. Figure 1 shows the locations of the pellets at the
midpoint of the vowel averaged across all vowels, consonants, and speakers and shows that when
the tongue was not protruded the pellets were on average about 10 mm from each other. As the
talkers read the experimental materials the movements of the pellets were tracked by a computer
controlled x-ray system (Nadler, Abbs & Fujimura, 1987). A small beam of x-ray tracked each
pellet, and the locations of the pellets (in both the vertical and horizontal dimensions) were
recorded at intervals of 10 ms (for tongue, lower lip and nose) or 20 ms (for jaw and upper lip).
Accuracy of the measurements was on the order of fractions of a millimeter. Additionally, the
speech wave form was simultaneously sampled at a rate of 10 kHz.

Each sentence was repeated three times in a given recording run and the entire procedure
was performed twice by each subject giving a total of six repetitions of each CVC sequence per
subject. Thus, the total number of possible utterances was 960. Of this number 300 contained
/bVb/ sequences and only 202 utterances (67% of the total) were available for analysis due to
various types of experimental error. The statistical analyses therefore were based on unequal
numbers of observations of the different vowels. Most of the missing observations were due to
missing data collection runs, therefore for some of the tokens for some subjects only three
observations per vowel were available.

After the data had been collected, the nose and upper incisor pellet traces were used to
correct for head movements, rendering the other pellet traces in terms of movement relative to the
speaker’s occlusal plane rather than absolute movement. Five events were located in the two
dimensional movement trajectory of the lower lip for each CVC sequence (Figure 2): (1) the point
of maximum displacement toward consonant closure during the initial consonant, (2) the point of
maximum speed (the change in displacement in two dimensions per unit time) from consonant
closure to vowel opening , (3) the point of maximum vowel opening, (4) the point of maximum
speed from vowel opening to the final consonant closure and (5) the point of maximum
displacement toward consonant closure during the final consonant. A computer program located
these articulatory events for each vowel utterance and recorded (1) the times of the events, (2) the
locations of the pellets at each event, (3) the magnitudes of the opening and closing gestures, and
(4) the peak speed values of the opening and closing gestures. This program has been previously
described (Johnson, Ladefoged & Lindau, submitted) and will be briefly summarized here. For
each utterance, the time of the acoustic onset of the vowel had been previously identified by eye in
a digital wave form display and stored in a computer file. The measurement program looked at the
lower lip trajectory in a window of time around the acoustic onset of the vowel and found the
locations of maximum displacement and speed. The trajectories were evaluated in two dimensions,
so maximum consonant displacement was defined as the point at which the lower lip was furthest
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Figure 1(on the left). Placement of the pellets on the surfaces of the vocal tract.

Figure 2 (on the right). Schematic representation of the articulatory landmarks at which pellet
locations were measured. This figure represents the locations of maximum displacement and speed
of the lower lip. C1 = point of maximum displacement during the initial /b/. V = point of
maximum displacement during the vowel. C2 = point of maximum displacement during the final
/b/. CV = point of maximum speed during the opening movement. VC = point of maximum speed
during the closing movement.

up and forward and the maximum vowel displacement was defined as the point at which the lower
lip was furthest down and back. The time of the maximum vowel displacement measured in this
way was not reliably different from previous measurements made from visual displays of the lower
lip vertical movement (Lindau & Ladefoged, 1990).

3. Lower lip movement

This section describes vowel effects in the movement trajectories of the lower lip in /bVb/
sequences. Each trajectory can be summarized in terms of the durations of the component
movements and the displacement amplitudes and peak velocities of the lower lip.

Figure 3 shows the relative times of the articulatory landmarks illustrated in Figure 2 for
each vowel averaged across speakers. Each opening movement is composed of an acceleration
phase (C1 to CV) and a deceleration phase (CV to V). Similarly, each closing movement is
composed of an acceleration phase (V to VC) and a deceleration phase (VC to C2). The vowel
nucleus can be defined as the portion of the trajectory extending from CV to VC. Based on the
data in Figure 3 the vowels of English can be divided into two classes; short-nucleus /1, €, A/ and
long-nucleus vowels /i, el, &, a, 0, oY, u/ (see Lehiste & Peterson, 1961 for acoustic evidence for
this distinction, and that &/ is also a short-nucleus vowel). The short-nucleus vowels had shorter
overall durations and also shorter nuclei. Within short-nucleus vowels, the opening acceleration
(C1 to CV) was longer than the opening deceleration (CV to V) and the closing deceleration (VC to
C2) was longer than the closing acceleration (V to VC). The opposite pattern occurred in long-
nucleus vowels (longer opening deceleration and longer closing acceleration). Across vowels, the
duration of the opening acceleration was correlated with movement amplitude and did not separate
the vowels into short versus long-nucleus. The duration of the opening deceleration, on the other
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hand, was not correlated with movement amplitude; the short-nucleus vowels having shorter
opening decelerations than the long-nucleus vowels. The closing decelerations of short-nucleus
vowels were longer than those of the long-nucleus vowels. This seemed to be true regardless of
syllable structure; “bab” and ‘“Bob” both had short closing decelerations as did “baw”, “bow”,
“bo0”, etc. rather than long closing decelerations as in “bib”, “beb”, and “bub”. The long opening
deceleration for /o/ seems to have been the result of was more lip rounding early in the vowel than
late [0°], pushing back the point of maximum lip opening (V). Conversely, the maximum

displacement (V) during /oY/ was also not in the center of the vowel nucleus, suggesting greater
rounding at the end of the vowel than at the beginning.

Cl CV A\ VC C2

el A

e A

a V. 774

J 4
ou 20

u % Z

I %

€ % R

AR //‘////% ://// /] .

0 100 200 300 400
Duration (ms)

Figure 3. Average durations of lower lip trajectories during /bVb/ sequences. The labels at the top
of the figure refer to the articulatory landmarks illustrated in Figure 2. The opening gesture
extends from Cl1 to V, the closing gesture from V to C2. The opening acceleration is C1 to CV,
the opening deceleration is CV to V. The closing acceleration is V to VC, and the closing
deceleration is CV to C2.

Figure 4 shows kinematic data from the opening and closing movements. The vowel
symbols in this figure represent the average values for that vowel. Following Beckman, Edwards
& Fletcher (1991) these data can be interpreted in terms of a spring/mass dynamic system
(Saltzman & Munhall, 1989). The positive correlation between opening displacement amplitude
and peak speed (left panel) agrees with Kent & Moll’s (1972a) observation that the further an
articulator must move the faster the movement, and suggests that the opening movements differ
primarily in terms of an underlying amplitude parameter for the opening gesture. In addition, the
distinction between /o/ and the other vowels appears to involve articulator stiffness. /o/ lies below
the regression line indicating that on average its opening movement was accomplished more slowly
than was the opening movement for other vowels with similar displacement amplitudes. In a
spring/mass model this pattern can be simulated by reducing spring stiffness. The short-nucleus
vowels /1, €, A/, on the other hand, can be characterized as having greater spring stiffness than the
others. /1, €, A/ lie above the regression line in the left panel of Figure 4. So, the duration
differences illustrated in Figure 3 can be interpreted in terms of a spring/mass dynamic model.
Differences in the duration of the opening acceleration were associated with differences in
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movement amplitude in the model (which is at odds with a model in which the vowels are
distinguished solely by gestural amplitude), and differences in the duration of opening deceleration
were associated with spring stiffness in the model.
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Figure 4. Opening movement and closing movement kinematics. Each symbol represents the
values for the indicated vowel averaged across speakers. The regression lines were calculated
from the vowel averages.

The right panel of Figure 4 shows kinematic data from the closing movements. As before,
the vowels appear to differ primarily in terms of gestural amplitude, but also as before there appear
to be some interesting stiffness differences. Like the opening movement of /o/, the closing gesture
of /oY/ appears to be characterized by lower stiffness; it had low speed relative to its displacement
amplitude. To a lesser degree this seems to be the case also for /el, &/ and /o/. The closing
gestures of these three vowels all had lower velocities than other vowels having about the same
displacement amplitudes (i.e. they lie below the regression line in the right panel of Figure 4). In
addition, the closing movements of the short-nucleus vowels had higher velocities than other
vowels having about the same displacement, and so could be characterized as having greater
stiffness in a spring/mass model. Whereas it was possible to associate changes in stiffness with
the duration of the opening deceleration and changes in gestural amplitude with the duration of the
opening acceleration, the relationship between the kinematic model parameters of the closing
gestures and the durations of the closing movement’s components is not obvious. Increased
stiffness for /1, €, A/ was associated with longer closing decelerations and shorter closing
accelerations, while decreased stiffness for /oY, el, o, &/ tended to be associated with longer
closing accelerations. Gestural amplitude was not correlated with total closing gesture duration nor
with either of the movement phases. The interpretation of these data is complicated by the fact that
syllable structure is a confounding variable in this study (some sequences having CV structure and
some having CVC structure). Also, there may have been some aspects of tongue movement which
constrained the lip gestures and placed vowel-dependent constraints on their temporal structure.
We turn now to this topic.

4. Vocal tract configurations

This section describes the results of a factor analysis of articulatory movements in /bVb/
sequences. The acoustic and perceptual studies mentioned in the introduction suggest that dynamic
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information may be important in maintaining vowel distinctions. The factor analysis was designed
to identify reliable patterns of movement during the vowels. The locations of six pellets at three
times during each vowel were entered into a canonical discriminant analysis (Kshirsagar, 1972;
SAS Institute, 1982). The analysis gave a derived vowel space and factor loadings for each of the
dimensions of the derived space. These factor loadings can be translated back into the articulatory
space and can be interpreted as abstract articulatory patterns involved in vowel production.

The average locations of the pellets at three times are shown in Figure 5. The legend in this
figure and others to follow refers back to Figure 2. The three times are the points of maximum
lower lip speed during lip opening (CV) and lip closing (VC), and the point of maximum lower lip
displacement during the vowel (V). The four pellets on the tongue will be referred to (from front
to back) as tongue tip, tongue body 1, tongue body 2, and tongue dorsum. Figure 5 shows that,
averaged across vowels and speakers, the lower lip showed a displacement of about 9 mm from
CV to V, and about 6 mm from V to VC. The jaw showed similar directions of movement with
much smaller magnitudes and the tongue pellets reflected the same pattern with decreasing
magnitudes further back in the mouth. The average tongue dorsum pellet location showed almost
no movement averaged over the vowels. The carrier phrase was “say /bVb/ between”, with the
vowel [el] preceding and [i] following the test word. Figure 5 suggests that vowel-to-vowel
coarticulation did not produce a unique movement pattern of the tongue in this context. The tongue
movements indicated in the figure appear to be due solely to the movement of the jaw which
presumably was coordinated with the lower lip in producing the bilabial closures. It is not clear
whether the asymmetry in the lip positions was due to the context in which the words occurred or
whether this pattern would be observed in any context.

Figure 6 shows the average pellet positions for the ten vowels. As in other studies of
vowel articulation (Stevens & House, 1955), the vowels were separated from each other by
differences in the location and degree of vocal tract constriction at the center of the vowel. The two
back tongue pellets were higher during /&/ than during /e/, while the lip opening was greater for

/®/. As mentioned earlier, /&/ for these speakers was impressionistically transcribed as [€°].
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Figure 5. Pellet locations at three times averaged across speakers and vowels. The legend refers
to the articulatory events illustrated in Figure 2.
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Figure 6 also indicates that there were significant movement patterns associated with several of the
vowels. /el/ and /o/ had tongue raising and some tongue fronting during the vowel. /&/ had tongue
retraction and lowering, /oY and /u/ had tongue retraction and raising, and /e/ and /i/ had some
tongue lowering.
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Figure 6. Pellet locations at three times averaged across speakers. Each panel shows the average
pellet locations for a particular vowel.
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Rather than rely on subjective impressions about the data in Figure 6, canonical
discriminant analysis was used to explore general patterns of vocal tract posture and movement.
Canonical discriminant analysis finds principal components along which categories can be best
discriminated. “Given a classification variable and several quantitative variables, canonical
discriminant analysis derives canonical variables (linear combinations of the quantitative variables)
that summarize between-class variation in much the same way that principal components
summarize total variation” (SAS Institute, 1982). In the analysis reported here, the classification
variable was vowel identity and the quantitative variables were the pellet locations at three times.
Thus for each of the 202 observations there were (6 pellets X 2 dimensions X 3 times =) 36
quantitative variables and one classification variable. The analysis found coefficients for a set of
equations of the form:

(1) vj=xjayj+x2a2j + ... + X36236;

where vj is the value of canonical variable j, the xp, are the 36 quantitative variables, and the ap; are

the canonical coefficients for canonical variable j. For each canonical variable the coefficients are
optimized to produce maximal separation between categories (in this case vowels). After finding
the first set of coefficients (the set which accounts for the greatest amount of between category
variability), coefficients for another canonical variable, uncorrelated with the first, are found. This
procedure is repeated N-1 times where N is the number of categories. Because the input
quantitative variables are transformed to make the pooled within-class covariance matrix an identity
matrix, the canonical variables do not represent perpendicular components through the space of the
original variables (a common complaint about principal component analysis). The average scores
for a particular vowel on the canonical variables (the vjs) define that vowel’s location in the derived

vowel space.

The relationship between the canonical variables and the original quantitative variables can
be calculated in the following way. First, a scale factor for canonical variable j (cj) is calculated by

(2). Where 1jj is the correlation between canonical variable j and quantitative variable i, and bij
(derived from ajj) is the standardized canonical coefficient on canonical variable j for quantitative
variable i. The patterns of variation (xj;) in the original quantitative variables which are encoded by
the canonical variables are then given by (3). Where sd; is the standard deviation of quantitative
variable i and ave; is the average value of quantitative variable i. If in formula (3) we set Vj equal to
a large positive value (within the range of observed values for vj), the x;j give the pattern of values

on the original quantitative variables associated with positive values of canonical variable j. This
procedure was used to calculate the articulator loadings shown in Figures 9 through 12. We derive
predicted values of the quantitative variables for a particular vowel by setting the v; in (3) equal to

the observed v; for that vowel and summing the z-score component of (3) over j before multiplying

by the standard deviation and adding the mean (4). For the sake of continuity with previous
research, the canonical variables will be called “factors™.

36
@ =2, mijhij
i=1

() xjj = (rjvj/cysdj + avej

n
(4)  predicted; = > (xjjvy/cj)sdj + ave;
=1
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Factor analysis has been used previously to identify basic tongue shapes in vowels.
Harshman, Ladefoged & Goldstein (1977) found that tongue shapes of the vowels of English
could be described with just two factors. Jackson (1988) found that similar tongue shape factors
underlie vowel production in English and Icelandic. The main difference between these earlier
analyses and the one reported here is that lip and jaw position data and data from 3 times during
each vowel were included in the analysis. Consequently, the articulator loadings in this analysis
represent underlying patterns of articulator movement which distinguished the vowels in these
particular utterances.

The first two factors together accounted for about 80% of the variance, and with the
addition of two more factors 90% of the variance was accounted for. The normal method of
determining the number of factors to include in a model is to look for an elbow in the variance
accounted for curve. By this metric only the first two factors in the present analysis would be
chosen. However, since a canonical discriminant analysis gives a unique solution (i.e. the first
factor is the same regardless of how many other factors one cares to look at) and the amount of
variance accounted for by the third and fourth factors was fairly large (6.9% and 6% respectively,
both p < 0.001), I will discuss the vowel space and articulatory loadings for the first four factors.

8
6 4 u

Factor 2

-4 4 &

'6 1 Ll T A 1

>

€l
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-3 -2 -1 0 1
Factor 3

Figure 7. Derived vowel space from the cannonical discriminant analysis. Top: Factor 1 versus
factor 2. Bottom: Factor 3 versus factor 4.
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Figure 7 shows the four-factor vowel space. The vowel space formed by the first two
factors (top panel) is strikingly similar to the traditional impressionistic vowel space. The first

factor (the horizontal axis of the top panel) separated the front vowels /i, 1, €l, €/ and /&/ from the

back vowels /u, oY, A, o5/ and /a/, and the second factor corresponded to the traditional high/low
distinction, with /u/ and /a/ having the most extreme values. Note that the short-nucleus vowels
were less peripheral in this space than were the long-nucleus vowels, indicating that they were
produced with less extreme versions of the first two factors.

The articulatory factor loadings for the first factor (Figure 8) confirmed that vowels with
positive values on the factor (top panel) had fronter tongue positions than vowels with negative
values on the factor (bottom panel). For instance, the tongue dorsum pellet was about 48 mm
behind the upper incisor pellet (the origin of the coordinate space) when factor 1 had a large
positive value (top panel), and was about 56 mm back when factor 1 was negative. The tongue
shape encoded by the first factor is similar to Harshman et al.’s (1977) “front raising” factor for
tongue shapes. Both in Harshman et al.'s analysis and in the present analysis, the first factor
distinguished between vowels which had a point of maximum constriction in the front of the mouth
(alveolar or post-alveolar) with vowels which had a point of maximum constriction in the pharynx
(this must be infered for the x-ray microbeam data, see Lindau & Ladefoged, 1989 concerning this
inference). Jackson (1988) also found a front raising component in the production of Icelandic
vowels. There are some differences in the detailed tongue shapes found by Harshman et al.
(1977), Jackson (1988) and the present analysis, but the general characteristics of the solutions are
in agreement.

There are two types of data represented in the present analysis which were not included in
Harshman et al. (1977) or Jackson (1988). These are (1) lip and jaw positions and (2) movement
over time. Comparison of the jaw pellet in the upper and lower panels of Figure 8 reveals that
there was very little difference in jaw position associated with factor 1 (especially as compared with
the differences in jaw position associated with the articulatory pattern for factor 2, Figure 9). So,
the tongue positions associated with factor 1 differed relative to an essentially fixed jaw. This

observation implies that the vowels /e!/ and /oY/ (which differed on factor 1 but not on factor 2) had
essentially the same degree of jaw opening while having differing tongue positions. Figure 6
verifies this prediction of the analysis. The lower lip position associated with positive values of
factor 1 is relatively low (as compared to the position of the jaw) while the lower lip position
associated with negative values of factor 1 was higher and more protruded from the jaw. This
indicates negative values of factor 1 were associated with rounded lips.

Figure 8 also shows movement patterns associated with the first factor. The movement
patterns found in the factor analysis include vowel and consonant components. Therefore, in
evaluating the movement patterns derived in the factor analysis it is necessary to keep in mind the
average pattern of movement (Figure 5) for vowels in the /bVb/ context. Some of the tongue
movements, particularly of the tongue tip pellet, appear to be jaw related, however, because the
tongue dorsum pellet showed no movement in the average pattern, any movement of this pellet in
the factor loadings indicate vowel related movements unambiguously. When we compare the
movement patterns associated with the first factor to the average pattern of movement, it is apparent
that front tongue positions (top panel) were associated with a small degree of tongue backing and
tongue body rotation, whereas back tongue positions (bottom panel) were associated with some
tongue body and front tongue raising during the closing movement. Generally, however, the
degree of within-vowel tongue movement associated with factor 1 was quite small.
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Figure 8. Factor loadings for the first factor. Top: positive loading. Bottom: negative loading.

The articulatory factor loadings for the second factor (Figure 9) had high tongue positions
for positive factor values (top panel) and low tongue positions for negative factor values (bottom
panel). The tongue loadings on this factor were similar to Harshman et al.’s (1977) “back raising”
factor for tongue shapes. Jackson (1988) also found a similar factor for tongue shapes in Icelandic
vowels. As was mentioned above, factor 2 was associated with a large difference in the position
of the jaw, positive values of the factor were associated with close jaw positions (throughout the
vowel) and negative values were associated with open jaw positions. The similarity between factor
2 and Harshman et al.'s (1977) back raising suggests that very open jaw positions (found in the
present study) are associated with constriction low in the pharynx (found by Harshman et al.).

As with factor 1, there appears to be a difference in lip rounding associated with factor 2.
Positive values of the factor (top panel, Figure 9) were associated with relatively higher and more
protruded lip positions at the center of the vowel. Note however that negative values of factor 2
were associated with relatively high lip positions at the vowel edges (CV and VC, in the bottom
panel of Figure 9). This may reflect a strategy for attaining a low jaw position in /bVb/ context. If
the jaw movement begins before the lip movement (i.e. the lips are help closed while the jaw
begins its decent) the amount of time available for jaw movement is greater than it would be
otherwise. An adjustment in the relative timing of jaw and lip movement (phase angle change)
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seems to be indicated by the pattern of movement found for factor 2. The jaw showed no
movement for positive values of factor 2, while the tongue moved up and back (particularly during
the opening phase of the lip movement). The articulatory loadings for negative values of the
second factor were associated with downward and slightly forward tongue movements during the
opening phase.
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Figure 9. Factor loadings for the second factor. Top: positive loading. Bottom: negative loading.

The bottom panel of Figure 7 shows the average values of the vowels on the third and
fourth factors. There are some interesting correspondences between this figure and the lip
kinematic data discussed in the previous section. In the lip kinematic data, /1, €/ and /A/ were
characterized by stiffer opening and closing lip movements than the other vowels and in Figure 7
they are also separated from the other vowels by having negative values on factors 3 and 4. Both
the lip opening and closing movements for /o/ in /bVb/ sequences had reduced stiffness and /o/ was
separated from the other vowels by having a large positive value for factor 4 and a negative value
for factor 3. /oY, €l and /&/ had less stiff closing movements than the other vowels and also had
the largest positive values on factor 3. So, apparently there is some relationship between the
kinematic properties of lower lip movement during the vowels and the articulatory patterns found
in the factor analysis.
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Figure 10 shows the articulatory factor loadings for the third factor. Whereas the first two
factors involved large changes in the position of the tongue, the third and fourth factors were
associated with more subtle aspects of articulation. The third factor was associated with tongue
shape; positive values (top panel) had a more bunched shape than negative values (bottom panel).
Also, positive values of the third factor were associated with upward and backward movement of
the tongue and negative values were associated with slightly more downward and forward
movement than in the average movement pattern (Figure 5). Figure 11 shows the articulatory
factor loadings for the fourth factor. As with the third factor, a subtle tongue shape difference was
associated with the fourth factor; the tongue dorsum pellet was lower when the fourth factor took a
negative value. Positive values on the fourth factor (top panel) were associated with forward and
upward movement of the tongue. Negative values of the fourth factor (bottom panel) were
associated with a small amount of backward tongue movement and downward movement during
the lip opening movement.
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Figure 10. Factor loadings for the third factor. Top: positive loading. Bottom: negative loading.
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If we focus on the tongue dorsum pellet in Figures 10 and 11, it is apparent that positive
values of factors 3 and 4 were associated with greater magnitudes of tongue movement than were
negative values. Here a connection between lip kinematics and tongue gestures during vowels can
be seen. The vowels which can be characterized as more stiff were produced with less tongue
movement than those which would be characterized as less stiff. /o/ had the type of movement

captured by factor 4, /2/ and /oY/ had the type of movement captured by factor 3, and /e1/ had both
types of movement. The generalization is this: if there was an appreciable component of tongue
movement in the vowel’s production, the lip movement was less stiff. The relationship between
less stiff opening versus closing movements and this generalization is not obvious. There is no
simple relationship like: appreciable movement during the opening phase was associated with a less
stiff lip opening movement. This issue must be studied more carefully in another experiment.

Finally note that the within-vowel movement patterns resemble the between-vowel
differences in tongue position. When factor 2 was positive (Figure 9, top panel) or when factor 3
was positive (Figure 10, top panel) the tongue dorsum moved up and back during the vowel. This
was also the type of difference in tongue position between vowels which had negative values of
factor 2 and vowels which had positive values of factor 2. When factor 4 was positive (Figure 11,
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top panel), the tongue dorsum moved up and forward. This pattern resembles the between-vowel
difference in tongue positions found for factor 1 (Figure 1, top versus bottom panel). These
observations suggest that both within and between-vowel movements may be driven by
physiological constraints such as muscle lines of action. The extent to which this sort of constraint
may limit the set of possible sounds in language is an interesting topic which deserves further
research.

5. Conclusion

The act of producing a word involves accessing a memory of how to say the word (a long-
term representation) and applying that memory to the vocal organs. The hypothesis implied by
saying that a long-term memory representation is ‘applied’ to the vocal tract is that the
representation is composed of a system of constraints (Fowler et al., 1980) for the vocal tract not a
sequence of fixed motor commands. For instance, the long-term representation of a word may
specify that it must start with the glottis closed. If the word is preceded by another word which
ends with a closed glottis, the motor commands at the beginning of the second word is different
than it is if the first word ended with the glottis open (see MacNeilage & DeClerk, 1969).

The parameters in a system of articulatory constraints are: (1) the movable part or articulator
to which the constraint is addressed, (2) the movement goal or target, (3) kinematic properties or
dyvnamics of the movement, and (4) the patterns of coordination among separate movements.
Assuming an articulatory constraints view the description of a speech sound involves specifying
the parameters in a system of constraints for the sound. Some aspects of the systems of
constraints which may be at work in American English vowel production have been identified in
the present study.

5.1 Vowel Articulators

In most articulatory synthesizers (Mermelstein, 1973; Rubin, Baer & Mermelstein, 1981;
Coker, 1976) the location and shape of the tongue is controlled by specifying the location of the
center of the tongue which is represented in the sagittal plane as a circle. This strategy was
justified by the observation that "the tongue body moves within the mouth as a rather constant-
shaped mass" (Coker, 1976, p. 452). This "single-articulator” approach can be contrasted with an
approach to describing vowel articulation which is emerging in linguistic theory (Clements, 1985;
Sagey, 1986; McCarthy, 1988; Ladefoged & Halle, 1988). In this approach, three different parts
of the tongue are described as active articulators for consonants; coronal [td s z ¢ ], dorsal [k g x
Y], and radical [h §]. This approach to the description of consonants has been extended recently to
the description of vowels (Clements, 1990) giving the vowel classifications; coronal [i], dorsal {u],
and radical [a].

Is the tongue during vowel production best described as one articulator or several?
Interestingly, factor analyses, both the present analysis and Harshman et al.'s (1977) earlier
analysis, support both types of description. We find, as would be expected given its
incompressibility, that the shape of the tongue is fairly constant. [u] is not produced with a small
flap of the tongue raised toward the velum, rather the mass of the tongue moves. So, Coker's
(1976) decision to model the tongue as a single mass is warranted by the x-ray data for vowels.
Similarly, however, these data also suggest that for different vowels different parts of the tongue
form the primary constriction of the vocal tract. For instance, the configuration associated with
positive values of factor 1 (top panel, Figure 8) corresponds very well with Clements' (1990)
definition of coronal vowels ("produced with a constriction of the tip, blade or front of the tongue”
p. 4). Similarly, the pattern associated with positive values of factor 2 corresponds to the
definition of dorsal.

Still, a phonetic desciption of vowel articulation in terms of several functional articulators is

to be prefered over the single-articulatory approach for several reasons. First, the geometry of the
vocal tract dictates that at least three distinct parts of the tongue are naturally inclined to produce
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closures. The fixed walls of the vocal tract for many speakers have two prominent bends
separating three relatively accessible regions (accessible in the sense that the tongue can easily
approach the passive wall of the vocal tract). The bends occur between the alveolar ridge and the
palate and between the uvula and the pharynx wall. The three accessible regions of the vocal tract
then are the alveolar ridge, the hard and soft palates, and the pharynx wall. Obviously, the degree
to which this is true for any particular speaker depends on the speaker's palate shape (see Hiki &
Itoh, 1986). It is easier to produce a constriction along one of these straight portions than it is to
produce a constriction in one of the bends. In fact, for many speakers it may not be possible to
produce a constriction in one of the bends (with the tongue body mass) without also producing a
constriction at the surrounding areas of the vocal tract. Consequently, even though the tongue can
be modelled as a circle moving within the mouth, some parts of the tongue are more capable of
producing a constriction than are others. Second, the physiology of the vocal tract dictates that
some vowel articulations will be more natural than others. Wood (1979) argued that the cross-
linguistic preference for the vowels [i], [a], and [u] can be linked to the physiological/kinematic
effects of the the genioglossus (to move the tongue forward and up), styloglossus (to move the
tongue back and up) and the hyoglossus (to move the tongue back and down). This model
disregards the effects of jaw movement on tongue location which, as was seen above, does seem
to play an important role in positioning the tongue. Still, Wood's hypothesis fits nicely with the
observation noted above that differences in tongue position between vowels were correlated with
typical patterns of movement within vowels. Third, nomograms published by Stevens & House
(1955) suggest that there are acoustic quantal regions in the vocal tract. The three regions
correspond to the three posited articulators coronal, dorsal, and radical. So, vocal tract anatomy,
physiology and acoustics seem to conspire to provide three functionally distinct tongue articulators
for vowel production.

5.2 Vowel Targets

As discussed in the introduction, the vowels /1, €, A, U/ are phonologically distinct from the
other vowels of American English. They do not occur word finally or in open upbeat syllables.
One way to describe these phonological phenomena is to consider /1, €, A, U/ as having a single
vowel target (V) while the other vowels have two targets (VV). For instance the generalization
about word final vowels can then be stated in a two-target analysis: words in English must end in
heavy syllables, where heavy syllables are defined as having XVC or XVV structure. The
articulatory patterns of American English vowels found in this study are consistent with a two
target analysis. Single-target vowels are shorter than two-target vowels and have a shorter vowel
nucleus. The data show kinematic organization which reflects the impact of vowel-internal
dynamics, and this vowel-internal structure can be described in terms of the number and types of
targets in the vowel nucleus. Two target vowels in which the targets differ [e!, oY, 0°, ®°] have
less stiff lip movements than do two target vowels with identical targets [ii, aa, uu]. In this
analysis the lower lip stiffness differences between vowels are the result of two conflicting
demands. First, movement toward the second target must be accomplished before the lips close
for the final consonant. Second, English prosody demands that two-target vowel not be twice as
long as single-target vowels. These conflicting articulatory demands then lead to a reorganization
of the lip movement in which its velocity is reduced to allow extra time during the vowel nucleus
for the realization of the second target.

5.3 Vowel Dynamics

In Browman & Goldstein's (1986) articulatory phonology the vowels [e!, oY, 09, &9]
could be implemented by specifying two successive vowel targets during the vowel nucleus.
However, it is worth noting that Lehiste & Peterson (1961) found that the vowels in “hide”,
“how’d”, and “hoyd” had two identifiable F2 steady-states, while other long-nucleus vowels did
not. This is an interesting observation because the “true” diphthongs involve greater acoustic and
articulatory changes during the vowel nucleus than the other long-nucleus vowels, and yet
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speakers are more likely to produce two steady-states in the 'true’ diphthongs than they are in the
other long-nucleus vowels. Lehiste & Peterson’s (1961) results suggest that speakers can produce
vowels with two F2 steady-states (at normal rates of speech, Gay, 1968), even when the targets
are far from each other in articulatory space. This suggests that the kinematic reorganization found
here for long-nucleus vowels was not a result of having to produce two targets, but rather the
result of simply having to produce a movement.

There are several reasons to suspect that movement itself may become phonologized. First,
a two-target model of vowel dynamics requires special statements to account for reduction
processes for the second (nonsyllabic) target. Several researchers have noted that the formant
values at the ends of complex-nucleus vowels are not the same as the formant values at the center
of similarly transcribed short-nucleus vowels (Gay, 1968; Gottfried & Miller, 1991). For
instance, Gay (1968) found that [1] at the end of [e!] had more variable and different formant
values than the [1] of 'hid. He concluded 'the targets of /o1, al, aU, e!, oY/ are not necessarily
compatible with the vowels used to describe them' (p. 1572). Similarly, in the present data, the
offsets of the complex-nucleus vowels did not have the same articulatory positions found for the
short-nucleus vowels transcribed with the same symbols. Gay (1968) also found that the formant
transitions in complex-nucleus vowels showed much less reduction in duration in fast speech than
did vowel steady-states (when steady-states were present at all). Given these observations, then,
the phonetics-phonology interface required for the description of vowel targets in complex-nucleus
vowels in a two-target model will have to include either separate vowel categories which are only
found as non-syllabic vowels in complex-nuclei, or a set of vowel reduction rules which apply
only (and obligatorily) to non-syllabic vowels in complex-nuclei. Second, for some voices
(women and children primarily) formant movement, or FO movement is necessary in order for the
listener to be able to perceive vowels (Ryalls & Lieberman, 1982). The perceptual problem posed
by high pitched voices is that the harmonics of the fundamental are widely spaced in frequency and
thus do not specify the vocal tract resonances very well. Ryalls & Leiberman (1982) found that a
changing FO could be used to more accurately specify steady formant values for the listener, but it
is obvious that the perceptual problem posed by widely spaced harmonics may also be solved by
having the formant values change over time, regardless of the FO trajectory. Third, Mrayati, Carre
& Guerin (1988) discuss the acoustic implications of the incompressibility of the tongue. They
suggest that incompressibility results in natural patterns of formant movement because increased
constriction in one part of the vocal tract is necessarily accompanied by increased openness in
another. So, just as the acoustic resonant properties of the vocal tract cause certain vowels to be
more acoustically stable than others (Stevens, 1972, 1989), so also, the physiological properties of
the vocal tract appear to cause some formant movement patterns to be more easily produced than
others.

Static targets are modeled in a dynamic system as point attractors (Abraham & Shaw,
1989). Current spring/mass models of articulator dynamics (Browman & Goldstein, 1986) fall
into this class. The data presented here suggest that vowel dynamics may be more complex than
this. One way to model the types of movements which we found here is to string together across
time a series of point attractors. Thus, for each vowel we would specify more than one target
position. Such a model would definitely give a better fit to the data than would a single-target
model, but how many targets is enough and what psychological status do we want to claim for the
separate targets? The limit theorem states that as the increment decreases the function becomes
better defined. So, as we increase the number of point attractors in our model of a vowel, the
series of targets tends to define a function. We may think of the function defined by a series of
point attractors as a periodic attractor. The dynamic system defined by a periodic attractor is
simpler than the system defined by a series of point attractors because a single function specifies
the dynamic properties rather than a system of independent functions. Thus, the system defined by
a periodic attractor is more constrained than the system defined by a series of point attractors. Just
as a task dynamic model accounts for complex interactions between adjacent gestures using simple
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control parameters, so a system of periodic attractors may account for the complex movement
patterns present in vowel articulation using simple control parameters.

5.4 Summary

This study has found that vowel production in northern midwestern English involves
several interesting dynamic aspects. The vowels [1, €, A] had shorter vowel durations, shorter
vowel nucleus durations, longer closing deceleration durations, greater articulator stiffness, and
smaller tongue movement magnitudes during the vowel than did the other vowels. The vowels
[2°, el, oY, 2] had the opposite pattern. This leaves just [i, a, u] which had extreme values on
the two primary vowel gestures. The results support the view suggested by several acoustic and
perceptual studies that dynamic information is important in maintaining distinctions between
vowels, because all of the factors of vowel production derived in the canonical discriminant
analysis contained aspects of movement as well as general tongue shape, and two of the four
factors were associated with movement patterns which divided the vowels into the same classes
that resulted from the analysis of lip kinematics. This relationship is particularly interesting
because it suggests that the stiffness of consonant releases and closures may be adjusted for the
sake of completing a vowel-specific tongue gesture.
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