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Abstract

In this paper we make use of option pricing theory to infer about
historical equity premiums. This we do by comparing the prices of an
American perpetual put option computed using two different models:
One is the standard model with continuous, zero expectation, Gaus-
sian noise, the other is a very similar model, except that the zero ex-
pectation noise is of Poissonian type. Since a Poisson random variable
is infinitely divisible, by the central limit theorem it is approximately
normal.

The interesting fact that makes this comparison worthwhile, is that
the probability distribution under the risk adjusted measure turns out
to depend on the equity premium in the Poisson model, while this is
not so for the standard, Brownian motion version. This difference is
utilized to find the intertemporal, equilibrium equity premium.

We apply this technique to the US equity data of the last century,
and find an indication that the risk premium on equity was about
two and a half per cent if the risk free short rate was around one per
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cent. On the other hand, if the latter rate was about four per cent, we
similarly find that this corresponds to an equity premium of around
four and a half per cent.

The advantage with our approach is that we only need equity data
and option pricing theory, no consumption data was necessary to ar-
rive at these conclusions.

We round off the paper by investigating if the procedure also works
for incomplete models

KEYWORDS: historical equity premiums, perpetual American put
option, equity premium puzzle, risk free rate puzzle, geometric Brow-
nian motion, geometric Poisson process, CCAPM.

1 Introduction.

The paper develops a technique for inferring historical risk premiums by
the use of option pricing theory. This we do by comparing the prices of an
American perpetual put option computed using two different models: One
is the standard model, where the accumulated return of a risky asset follows
a continuous processes with zero expectation, Gaussian noise. In the other
model the accumulated return also has a continuous component, but here the
zero expectation noise is of Poissonian type, so this process has discontinuities
in its paths.

It turns out that in the Poisson driven model the probability distribution
under the risk adjusted measure depends on the equity premium, while this
is not the case for the Brownian motion driven version. This difference we
utilize to find equity premiums when the two different models are calibrated
to yield the same average state prices, and have the same volatilities.

To see if this is reasonable or not, one must consider the question if a rep-
resentative investor would be willing to pay the same price for an American
perpetual put option when the price of the underlying follows a geometric
Brownian motion, as in the case when it follows a geometric Poisson process.
Both processes have the same volatilities, and the compared contracts have
the same exercise prices and the same prices of the underlying at initiation
of the contracts.

Since a Poisson random variable is infinitely divisible (e.g., Sato (1999)),
meaning that it can be written as a sum of an arbitrary number of i.i.d.
Poisson random variables, by the Central Limit Theorem we have that the
accumulated returns process in the Poisson case is close to normal. Hence the
probability distributions are approximately the same at the time when the
representative investor may choose to exercise the option. Thus we should
expect that the answer to the above question is yes.



Why do we use the perpetual American put option in this regard? First
this instrument does not depend upon any time horizon. Second, by equating
average state prices we get rid of the effects of different strike prices. Third
we know how to adjust for risk in both models. Fourth we have explicit,
simple expressions for its market price in both cases.

An advantage with our approach is that we do not need consumption
data to obtain equilibrium intertemporal equity premiums, as the quality of
these data has been questioned.

Another candidate to produce intertemporal risk premiums without con-
sumption data is the ICAPM of Merton (1973b). This model, on the other
hand, requires a large number of state variables to be identifiable, which
means that empirical testing of the ICAPM quickly becomes difficult.

Further attempts to overcome the inaccuracies in consumption data in-
clude Campbell (1993) and (1996). Briefly explained, a log-linear approxi-
mation to the representative agent’s budget constraint is made and this is
used to express unanticipated consumption as a function of current and fu-
ture returns on wealth. This expression is then combined with the Euler
equation resulting from the investor’s utility maximization to substitute out
consumption of the model. As is apparent, our approach is rather different
from this line of research.

The paper is organized as follows: In Section 2 we present the two models.
Here the solutions to the American perpetual option pricing problems are
recalled for both models, where the relevant risk adjustments are emphasized.
In Section 3 we discuss the relevant properties of these two models for our
purposes and compare them further. In Section 4 we use these results to
infer about historical equity premiums. In this section we also discuss the
consequences of our findings for the equity premium puzzle and the risk-
free rate puzzle. In Section 5 we replace the geometric Poisson process by
geometric jump processes with continuously distributed jump sizes, and the
last section concludes.

2 The Problem

2.1 Introduction

We utilize our methodology to the problem of estimating the equity premi-
ums in the twentieth century. This has been a challenge in both finance and
in macro economics for some time. The problem dates back to the paper
by Mehra and Prescott (1985), introducing the celebrated ”equity premium
puzzle”. Closely related there also exists a so called "risk-free rate puz-



zle”, see e.g., Weil (1989), and both puzzles have been troublesome for the
consumption-based asset pricing theory.

The problem has its root in the small estimate of the covariance between
equities and aggregate consumption, and the small estimate of the variance
of aggregate consumption, combined with a large estimate of the equity pre-
mium. Using a representative agent equilibrium model of the Lucas (1978)
type, the challenge has been to reconcile these values with a reasonable value
for the relative risk aversion of the representative investor (the equity pre-
mium puzzle), and also with a reasonable value for his subjective interest rate
(the risk free rate puzzle). Mehra and Prescott (1985) estimated the short
term interest rate to one one cent, and the equity premium was estimated to
around six per cent.

McGrattan and Prescott (2003) re-examine the equity premium puzzle,
taking into account some factors ignored by the Mehra and Prescott: Taxes,
regulatory constraints, and diversification costs - and focus on long-term
rather than short-term savings instruments. Accounting for these factors,
the authors find that the difference between average equity and debt returns
during peacetime in the last century is less than one per cent, with the average
real equity return somewhat under five per cent, and the average real debt
return almost four per cent. If these values are correct, both puzzles are
solved at one stroke (see e.g., Aase (2004)).

From these studies it follows that there is some confusion about the ap-
propriate value of the equity premium of the last century, at least what
numerical value to apply in models. It also seems troublesome to agree on
the value of the short term interest rate for this period.

Our results for the US equity data of the last century indicate an equity
premium of around 2.5 per cent if the risk free short rate has been about
one per cent. If the latter rate has been around four per cent, on the other
hand, we find that this corresponds to an equity premium of around 4.4
per cent. Both these values are somewhat in disagreement with the two
above studies. Our value of around 2.5 per cent equity premium yields a
more reasonable coefficient of relative risk aversion than the one obtained
by Mehra and Prescott (1985). If, on the other hand, the average real debt
return was around 4 per cent during this time period, our 4.4 per cent risk
premium differs somewhat from the 1 per cent estimate in McGrattan and
Prescott (2003). See also Siegel (1992). We now turn to our methodology.

2.2 The two models

First we establish the dynamics of the assets in the underlying two models:
In each case there is an underlying probability space (2, F, {F; }i>0, P) satis-
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fying the usual conditions, where 2 is the set of states, F is the set of events,
F; is the set of events observable by time ¢, for any ¢ > 0, and P is the
given probability measure, governing the probabilities of events related to
the stochastic price processes in the market. In each case there is one locally
riskless asset, thought as the evolution of a bank account with dynamics

dB = rBdt, Bo =1,

and one risky asset. In the standard model the continuous price process 5S¢
of the risky asset follows the dynamics
dsy
Sf

= pdt + 0dB, (1)

which means that Sy is a geometric Brownian motion. Here p and o are
constants, and B is a standard Brownian motion, the zero mean Gaussian
noise term. The accumulated return processes R := ut + 0B, is seen to be
a Brownian motion with drift, a Gaussian process.

In the Poissonian model the dynamic equation for the price process S? of
the discontinuous risky asset is given by

d
% = pdt + zd N, (2)
Here N, := N, — A\t, where N, is a Poisson process with frequency parameter
A, N, is called the compensated Poisson process, and S?is a geometric Poisson
process. The corresponding accumulated return processes RY := ut + 20N, is
seen to be a Poisson process with drift. The parameter z; signifies the jump
sizes, and the compensated Poisson process N, is a zero mean noise term,
corresponding to the term B; in the first model.

We see that the accumulated return processes RY and R¢ both have means
pt, and their respective variances are (z2\)t and o?t. Suppose we calibrate
the two processes S¢ and S such that these latter quantities are equal, i.e.,
o = zpV/A. For any integer n, the Poisson random variable N, with parameter
At can be expressed as a sum of n independent, Poisson random variables
N} with parameter \t/n. This property, called infinite divisibility, can be
interpreted as saying that a Poisson random variable can be ”divided” into
an arbitrary number of i.i.d. random variables.

Recalling the key role the i.i.d. assumption plays in the Central Limit
Theorem, it then follows from this theorem that, when At is sufficiently large,
the probability distributions of the return process R¢ will be well approxi-
mated by the normal distribution. Since N; is infinitely divisible, this ap-
proximation can indeed be accurtate even for moderate to small values of



At. Since the return process R is normally distributed for any ¢, and since
the normal distribution is completely characterized by its two first moments,
the result is that R¢ and RY¢ will have approximately the same probability
distribution, for any ¢, under these conditions.

2.3 The price of a perpetual American put option

For the standard Gaussian model this problem has been solved by Merton
(1973a). We recall his result: Let x be the price of the underlying asset at
initiation of the contract. Then the market price 1(z) of the perpetual put

is given by
J(E =), ifz>q
vle) = {(K —x), ifr <e, )

where the continuation region C is given by
C={(z,t): x> c},

and the trigger price c is a constant. This constant is given by

vK
c=——,
v+1

where the constant v solves the following quadratic equation

1
—r—ry+ 5027(7 +1)=0 (5)
For the Poisson model this problem has been solved by Aase (2005). The
result is that the market price ¢)(x) of the American perpetual put option is
given by the same equation (3) as above, with the only exception that the
parameter v now solves the following nonlinear equation

—r —ry + A1+ azp) 7T + 2009y — A9 =0 (6)

Here A9 is the frequency of the Poisson process N under the risk adjusted
measure () in the jump model, to be explained in the next subsection. !

Let us consider the nonlinear equation (6) for ~, since the solution to
(5) is well known. If z5 > 0 this equation is seen to have a unique positive
solution in v if r < A9az for interest rate > 0. If r > \9azy > 0 there is
no solution. For z; < 0 there is one positive and one negative solution for ~y
when r > (0, where only the positive one has economic meaning.

"When the jump size parameter zy < 0, the above solution is only approximate. This
will have no consequences in our treatment.
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Note that we may interpret the term (E)_7 It wyeft,t+ary (w) as the "state
price” when x > ¢, where [ indicates if exercise happens at time ¢ or not:
If exercise takes place at time ¢, then (K — ¢) units are paid out at a price
(x/c)Y per unit when x > ¢, and (K — z) units are paid at price 1 per unit if
x < c¢. Hence the term (z/c)” in (3) can be interpreted as an ”average state
price” when z > c.

2.4 Risk adjustments

While the concept of an equivalent martingale measure is well known in
the case of diffusion price processes with a finite time horizon T' < oo, the
corresponding concept for jump price processes is lesser known. In addition
we have an infinite time horizon, in which case it is not true that the "risk
neutral” probability measure () is equivalent to the given probability measure
P (see e.g., Huang and Pages (1992) or Revuz and Yor (1991)).

Suppose P and ) are two probability measures, and let P, := P|z, and
Q: = Q|z denote their restrictions to the information set F;. Then P, and
Q; are equivalent for all ¢ if and only if 0¥ = 0@ in the standard model, and
if and only if 28 = zég in the Poisson model, i.e., the jump sizes zy must be
equal under the two different probability measures in the jump model.

In the standard model the market price of risk 6. solves the equation

Siol. = (1w —1)S§

which, since S§ > 0 almost surely for all ¢, has the solution

[ —
o

)

the Sharpe ratio. In this situation this connects to a unique risk adjusted
measure (), and the standard model is complete. The density process &, is
given by

1
& = exp{—0.B, — 59315}

where the connection between these two measures is given by

dQi(w) = E(t)d by (w) (7)

and E(£(t)) = 1 for all £. Under the probability measure @ the process
B? = B; + 0.t is a standard Brownian motion for all ¢ > 0. This leads to
the following dynamic for S¢ under Q:

57 Lt + odBP. (8)
St




Notice that the only change from (1) is that the drift rate u has changed to
r, while the noise terms have the same normal N (0, %t)-distributions under
their respective probability measures P and @), since the volatility parameter
o has not changed. As a consequence of this, the second term in the equation
(5) for v is 7y, not py as would have been the case if we just solve an optimal
stopping problem, and not a pricing problem

Turning to the Poissonian case, we have a somewhat different, but in
many respects also a similar, picture (see e.g., Aase (2005), or Oksendal and
Sulem (2004) for details). Here we denote by 6, the quantity corresponding
to the above market price of risk .. It is given by

_por
=1 (9

There is only one market price of risk parameter here as well, so this model
is also complete. The density associated with the corresponding change of
probability measure in (7) is now

& = exp { In(1 — 04) N, + Oaz0\t } (10)

for all ¢. From this expression we note that 6; < 1. Under the probabil-
ity measure () corresponding to this density process, the process NtQ is a
compensated Poisson process, where

NP = N, — (1 — 0\t (11)

for all ¢ > 0, which follows from a version of Girsanov’s theorm for jump
processes. Comparing this to N; = N, — Mt, and recalling that the jump size
parameter z; has not changed under (), we notice that the only parameter
that has changed under @ is the frequency, which is now given by

A= A\1— g = (12)
<0
where we have also used the expression for the market price of risk #¢ in
equation (9). Note that the relation (11) can alternatively be written as
NtQ = N; 4+ 04\t, which corresponds to BY = B, + 6.t in the standard model.
This leads to the following dynamic equation for S under Q
dS? -
S_di = rdt + zdNP. (13)
The drift rate has again changed to the risk-less spot rate r under (). Also the
noise term is of the same type under () as under P, a compensated Poisson



process times the constant zg. However, here is one important difference
from the standard model: The Poisson process NtQ has parameter A? under
@, while the Poisson process N; has parameter A under P. Clearly A9 # A
if the equity premium e, := (r — p) # 0, as is evident from equation (12).
Thus the probability distributions of the zero mean noise terms are not the
same under the respective probability distributions P and (), as was the case
for the standard model. We shall see that this distinction becomes crucial in
what follows.

As a consequence of (13), the term r+ appears in the equation (6) for
v instead of py as would have been the case if we just solved an optimal
stopping problem, and the parameter A9 replaces \ in the latter case. Thus
the market price of the perpetual American put option depends upon the risk
adjusted frequency A%, which in its turn is a function of the equity premium
e, through equation (12).

3 Discussion of the models

3.1 The equity premium

Let us start the discussion by briefly explaining why the jump parameter
29 does not change under @ in the jump model. Changing the frequency
of jumps amounts to "reweighting” the probabilities on paths, and no new
paths are generated by simply shifting the intensity. However, changing the
jump sizes generates a different kind of paths. The frequency of a Poisson
process can be modified without changing the ”support” of the process, but
changing the sizes of jumps generates a new measure which assigns nonzero
probability to some events which were impossible under the old one. Thus
2= 20 = 283 is the only possibility here when the probability measures P
and @) are equivalent.

While it is a celebrated fact that the probability distribution of Sy under
@, in the standard model, does not depend on the drift parameter p, in
the jump model it does. It is true that the drift term p was replaced by r
in equation (13) for S under Q, but since N€@ depends upon A9, the drift
term, or the equity premium e, rather, is reintroduced via the risk adjusted
frequency A% in equation (12). As a consequence of this the values of options
must also depend on e, in the latter model. For the American perpetual put
option we see this from the equations (3), (4) and (6) for .

Let us briefly recall the argument why the drift parameter can not enter
into the pricing formula for any contingent claim in the standard model: If
two underlying asset existed with different drift terms pq and uo but with the



same volatility parameter o, there would simply be arbitrage. In the jump
model different drift terms lead to different frequencies )\619 and )\g through
the equation (12), but this also leads to different volatilities of the two risky
assets, since the volatility (under )) depends upon the jump frequency. Thus
no inconsistency arises when the drift term enters the probability distribution
under @ in the jump model.

We may solve the equations (6) and (12) in terms of e,. This results in a
linear equation for e, with solution

. r(y+1) B
= 0{(1—1—20)—7_(1—207) )\}‘ (14)

Although this formula indicates a very simple connection between the equity
premium and the parameters of the model, it is in some sense circular, since
the parameter v on the right hand side is not exogenous, but depends on all
the parameters of the model. We will demonstrate below how this formula
may be used to infer about historical risk premiums.

3.2 A calibration exercise: Two initial examples.

We would like to use the above two different models for the same phenomenon
to infer about equity premiums in equilibrium. In order to do this, we cali-
brate the two models, which we propose to do in two steps. First we ensure
that the martingale terms have the same variances in both models. Sec-
ond, both models ought to yield the same option values. Let us argue why
this should be the case: Recall the accumulated return processes for the two
models. For the continuous standard model it is

and for the geometric Poisson processes it is
Rf = ut + 20]\7,5.

In both cases F(Rf) = E(R{) = ut and the variances are ot and 23\t
respectively. Furthermore the quantity N, / VAt converges in distribution
to the standard normal N (0, 1)-distribution as At increases, and of course,
B, /vt is N'(0,1)-distributed for any value of ¢. As a consequence, when we
calibrate the variances, these two models come across as almost identical, at
least for large enough values of \t. When a reasonably large value of A is
multiplied by the average time a typical investor would choose to hold this
option, the normal approximation should be very appropriate for the Poisson
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process. Since the Poisson random variable is infinitely divisible, the normal
approximation is particularly adequate, as explained earlier. Note that this
argument does not depend upon the size of the jump parameter z,. Notice
also that the Poisson model has one more free parameter than its Gaussian
counterpart, namely the frequency .

Also consider the solutions to the perpetual American put option valua-
tion problem in these two cases. The value functions are in both cases given
by

(K—0)(8), ifa>c

Ylz) = {(K —x), if r < c, (15)

where S¢ = S¢ = z, and where the trigger price c is

_ K

=5 (16)

If investors are convinced that the probability distributions are approximately
the same, they would typically equate the average state prices in the two
situations. These are both being given by (z/c)?” when z > ¢. Clearly for
the same contracts both the prices S¢ and S¢ of the underlying security at
initiation of the contract are the same and equal to x, and the exercise prices
are the same constant K, which means that it suffices to equate the two ~;
-parameters and and the trigger prices ¢;, i = {¢,d}. From the equations (15)
and (16) we see that it is enough to equate the y-values, and this leads in its
turn to the same values for the perpetual American put options in these two
situations. Let us take an example:

Example 1. Choose o = .165 and r = .01. The significance of these
particular values will be explained below.

Our calibration consists in the following two steps: (i) First, we match
the volatilities. This gives the equation 22\ = 0% = .027225. We start
with zg = .01, i.e., each jump size is positive and of size one per cent. This
equation gives that A = 272.27, which is roughly one jump each trading day
on the average, where the time unit is one year. The compensated part of
the noise term consists of a negative drift, precisely ”compensating” for the
situation that all the jumps are positive. Recall that the compensated part
is the zero mean noise term.

(ii) Second, we calibrate the average state prices. From the discussion
above, it follows from the equations (15) and (16) that this is equivalent to
equating the values of 4. Thus we find the value of A\ that yields 4 as
a solution of equation (6) equal to the value 7. resulting from solving the
equation (5) for the standard, continuous model. For the volatility o = .165,
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the latter value is 7, = .73462. By trying different values of A9 in equation
(6), we find that the equality in prices is obtained when \¢ = 274.73.

Finally, by the equation (12) for the risk adjusted frequency A\? we can
solve for the equity premium e, = (r — p), which is found to be .0248, or
about 2.5 per cent.

Equivalent to the above is to use the formula for the equity premium e,
in equation (14) directly, using v = 7. = .73462 in this equation and the
above parameters values of zg, » and .

Is this value dependent of our choice for the jump size 2,7 Let us instead
choose zg = .1. This choice gives the value of the frequency A = 2.7225 in
step (i), the risk adjusted frequency A9 = 2.9700 in step (ii) and the value for
the equity premium is consequently e, = .0248, or about 2.5 per cent again.
Choosing the more extreme value zg = 1.0, i.e., the upward jump sizes are
all 100 per cent of the current price, gives the values A = .0272 in step (i),
the risk adjusted frequency A9 = .0515 follows from step (ii), and finally the
equity premium e, = .0248, again exactly the same value for this quantity.
0.

In the above example the value of 0 = .165 originates from an estimate of
the volatility for the Standard and Poor’s composite stock price index during
parts of the last century. Thus the value of the equity premium around 2.5
per cent has independent interest in financial and macro economics.

Notice that u < r in equilibrium. This is a consequence of the fact
that we are analyzing a perpetual put option, which can be thought of as an
insurance product. The equilibrium price of a put is larger than the expected
pay-out, because of risk aversion in the market. For a call option we have
just the opposite, i.e., 4 > r, but the perpetual call option is of no use to us
here, since its market value equals x, the initial stock price.

Notice that in the above example we have essentially two free parameters
to choose, namely zy and A\. The question remains how robust this procedure
is regarding the choice of these parameters. The example indicates that our
method is rather insensitive to the choice of these two parameters as long as
the volatility z2) stays constant. In the next section, after we have studied
the comparative statics for the new parameters \¢ and z,, we address this
problem in a more systematic way, but let us just round off with the following
example.

Example 2. Set ¢ = .165 and r = .01, and consider the case when 2z, < 0.
Using the equations (3), (4) and (6) to approximate the put price also for
negative jumps, first choose zg = —.01, i.e., each jump size is negative and of
size one per cent all the time. Then we get A = 272.27 in step (i) and the risk
adjusted frequency is now A? = 269.78 in step (ii). This gives for the equity
premium e, = .0247, or again close to 2.5 per cent. The compensated part

12



of the noise term will now consist of a positive drift, again compensating for
the situation that all the jumps are negative in the mean zero noise term.

The value zp = —.1 gives A = .0273 in step (i), the risk adjusted frequency
A9 = 2.473 in step (ii) and an estimate for the equity premium is e, = .0251.
The more extreme value of 2z = —.5, i.e., each jump results in cutting the
price in half, provides us with the values A\ = .1089 in step (i), \¥ = .0585 in
step (ii) and e, = .0252 follows. This indicates a form of robustness regarding
the choice of the jump size parameter and the frequency. O

3.3 Comparative statics of the option price in the Pois-
son model

In this section we indicate some comparative statics results for price of the
perpetual American put option in the Poisson model. We have here two new
parameters \¢ and 2, to concentrate on. In addition we have the drift rate
i, or the equity premium e,. Since we do not have a closed form solution of
the equation for 7, we have to rely on numerical methods. Here the following
result is useful. From the equations (3), (4) and (6) we deduce that

oy 0, if © < ¢,

or, in other words, the put price is a decreasing function of v when z := S; >
c. From this result we only have to find the effects on the parameter v in
order to obtain the conclusions regarding the option value itself.

First let us consider the jump size parameter z,, and we start with neg-
ative jumps. The results are reported in tables 1 and 2.

20 -.999 -99 | -90 | -80 ]| .-70 | - .60 | -.50 | -.40 | -.30
v 1[9.9-1073 | .016 | .0412 | .071 | .113 | .179 | .290 | .495 | .941

Table 1: The parameter v for different negative values of the jump sizes zy:
A =1,1r=.06

2o || -.20 | .10 | -.05 | -.03 | -.02 -.01 -.001 -.0001
v | 2.18 | 8.19 | 27.36 | 62.27 | 115.40 | 311.35 | 5882.94 | 85435.51

Table 2: The parameter ~ for different negative values of the jump sizes z:
AN =1,r=.06

We notice from these that when the jump sizes are large and negative,
the parameter ~ is small and close to zero, meaning that the corresponding

13



option value is close to its upper value of K, regardless of the value of the
underlying stock S;. As the jump sizes become less negative, the parameter
v increases, ceteris paribus, meaning that the corresponding option values
decrease. As the jump sizes become small in absolute value, v grows large,
reflecting that the option value decreases towards its lowest possible value,
which is ¢(x, K) = (K — )T when ¢ = K. Notice that there exists a
solution 7 to equation (6) across the whole range of zp-values in (—1,0),
which follows from our earlier observations. When zy < 0 our put values are
only approximations, as mentioned earlier, approximations which get better
as x increases (see e.g. Aase (2005)).

For positive values of the jump size zy parameter, the exact results are
reported in tables 3 and 4.

2o || -0600003 | .060005 | .061 | .062 | .065 | .07 | .10 | .30 | .50
v || .353 - 107 | .212-10° | 1060 | 530 | 212 | 106 | 24 | 1.86 | .693

Table 3: The parameter v for different positive values of the jump sizes zy:
A =1,1r=.06

zo || .80 1 2 6 10 20 100 10 000
v || 299 | .204 | .068 | .015 | .0079 | .0035 | .63 1072 | .60 - 107"

Table 4: The parameter ~ for different positve values of the jump sizes z:
AN =1,1r=.06

From these we see that small positive jump sizes have the same effect on
~ as small negative jump sizes, giving low option values. As the jump size
parameter zp increases, the value of the option increases towards its upper
value of K.

These tables show that increasing the absolute value of the jump sizes,
has the effect of decreasing the values of v, which means that the values of
the option increase. Here the jump size can not be decreased lower than
—1, which is a singularity of the equation (6). Notice from Table 3 that
equation (6) only has a solution when .06 < zy, which is consistent with the
requirement r < A2az in this situation.

Turning to the risk adjusted frequency parameter A under ), we have
the following.

Tables 5 and 6 show that as the risk adjusted frequency A¥ increases,
the parameter v decreases. Increasing the frequency means increasing the
"volatility” of the underlying stock (under @), and this should imply increas-
ing option prices, which is also the conclusion here following from the result
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A9 || .0600003 | .060005 | .061 .062 | .070 | .10 | .80 | .90
v |l 4.0-10° | .2.4-10% | 121.00 | 61.00 | 13.00 | 3.82 | .26 | .23

Table 5: The parameter v for different values of the risk adjusted jump
frequency \9: 2z =1, 1 = .06

A9 1 1.5 2 3 10 100 | 1000 | 10000
v || .2042 | .1341 | .1000 | .0661 | .0196 | .0019 | .0002 | 2-10~°

Table 6: The parameter ~ for different values of the risk adjusted jump
frequency A9: zp =1, = .06

(17). Note from Table 5 how the requirement r < A?az, comes into play:
There is no solution v of the equation (6) for zy < .06 for these parameter
values, in agreement with our earlier remarks.

From these latter two tables we are also in position to analyze how the
option price depends on the drift parameter pu. Suppose p decreases. Then,
ceteris paribus, A9 increases, and the tables indicate that the parameter v
decreases and accordingly the put option value increases. Thus a decrease of
the (objective) drift rate p makes the put option more valuable, which seems
reasonable, since this makes it more likely that the option gets in the money.

Finally, suppose the equity premium e, increases. Then, ceteris paribus,
¥ increases, and again from the tables we see that the parameter v decreases
and accordingly the put option value increases. An increase in the risk pre-
mium could typically go along with an increase in the risk aversion in the
market, in which case it seems natural that the put option price increases,
since this product can be interpreted as an insurance product.

An increase in the risk premium could alternatively go along with an
increase in the covariance rate between the underlying stock and aggregated
consumption in the market, in which case the representative investor would
typically value the underlying stock price lower, and as a result the put value
should again increase.

Notice that this kind of economic logic does not apply to the standard
model, which may be considered a weakness of that model.

3.4 Related risk adjustments of frequency

Risk adjustments of the frequency has been discussed earlier in the academic
literature, in particular in insurance, see e.g., Aase (1999). This type of
adjustment is, however, often referred to as something else in most of the
actuarial literature; typically it is called a "loading” on the frequency. The
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reason for this is that in part of this literature there is no underlying financial
model, and prices of insurance products are exogenous. In life insurance, for
instance, the mortaliity function used for pricing purposes is usually not the
statistically correct one, i.e., an estimate A of A, but a different one depending
on the nature of the contract. For a whole life insurance product, where the
insurer takes on mortality risk, the employed frequency is typically larger
than 5\, while for an endowment insurance, such as a pension or annuity, it
is typically smaller.

One way to interpret this is as risk adjustments of the mortality function,
increasing the likelihood of an early death for a whole life product, and
increasing the likelihood of longevity for a pensioner. Both these adjustments
are in favor of the insurer, making the contract premiums higher, but must at
the same time also be accepted by the insured in order for these life insurance
contracts to be traded. Thus one may loosely interpret these adjustments
as market based risk adjustments, although this is not the interpretation
allowed by most traditional actuarial models, for reasons explained above.

A different matter is hedging in the present model. This is not so transpar-
ent as in the standard model, and has been solved using Malliavin calculus,
see Aase, Oksendal, Ubge and Privault (2000) and Aase, @ksendal and Ubge
(2001), for details.

4 Implications for equity premiums

4.1 Introduction

In this section we turn to the problem of estimating the premium on equity
of the twentieth century mentioned in the introduction. As indicated in
examples 1 and 2, we suggest to use the results of Section 2 to infer about
the equity risk premium.

The situation is that we have two complete financial models of about
the same level of simplicity, which are similar in all the important aspects.
At the micro level there are, admittedly, some noticeable differences: One
has continuous price paths of unbounded variation, a property that is, by
the way, very hard to visualize. The other has cruder price paths, containing
occasional jumps, but these price paths at least pass the test of a "magnifying
glass”: When inspecting the paths through a microscope, we do see more
structure the more powerful our microscope is, which is not the case for the
Brownian motion: If one attempts to follow the path of the Brownian motion
with pencil, one would use all the lead in the world in even the tiniest fraction
of a second. At the macro level, however, the probability distributions of
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these two price processes, at a reasonably distant point in the future, are
approximately the same, namely normally distributed in both cases, and
this is all that matters for pricing options, since the rational investor can
only relate to probability distributions and not to microscopic price paths.

We adapt these two models to the Standard and Poor’s composite stock
price index for the time period mentioned above, and compute the value of
an American perpetual put option written on any risky asset having the same
volatility as this index.

Since the two models are both complete, and at about the same level
of sophistication regarding the matters that are important for option prices,
we make the assumption that the theoretical option prices so obtained are
approximately equal. The argument here has been relying on two facts: The
probability distributions of the underlying price processes are approximately
the same at the time when a representative investor will typically exercise
this option. Given this, the representative investor would equate the average
state prices, which implies that the put option prices are equalized.

Now we use the fact that the standard continuous model provides option
prices that do not depend on the actual risk premium of the risky asset,
whereas the geometric Poisson model does. Exactly this difference enables
us to find an estimate, based on calibrations, of the relevant equity premium.
This corresponds to a no-arbitrage value, and since both the financial models
are complete, these values are also consistent with a financial equilibrium,
and can alternatively be thought of as equilibrium risk premiums.

4.2 The calibration

We now perform the calibration indicated in examples 1 and 2. Starting
with the two no-arbitrage models of the previous section, we recall that this
is carried out in two stages. First we match the volatilities in the two models
under the given probability measure P: This gives the equation 0% = z2\.
Notice that for a given value of ¢ there are infinitely many values of zo and
A that fit this equation. This step is built on a presumption that there is a
linear relationship between equity premiums and volatility in equilibrium.
The consumption based capital asset pricing model (CCAPM) is a general
equilibrium model, different from the option pricing model that we consider,
where aggregate consumption is the single state variable. As noted by sev-
eral authors, there is consistency between the option pricing model and the
general equilibrium framework (e.g., Bick (1987), Aase (2002)). Accepting
this for the moment, a consequence of the CCAPM is that the instantaneous
correlation between consumption and the stock index is equal to one for the
continuous model, and this leads to a linear relationship between equity pre-
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miums and volatility. For the discontinuous model this linear relationship is
not true in general (e.g., Aase (2004)), but holds with good approximation for
the Poisson model we consider, a point we return to in the next subsection.

Second we calibrate the average state prices. From the discussion in the
previous sections, we have argued that this is equivalent to equating the
values of =, and thus the values of the perpetual American put options.
The advantage of using this particular financial instrument in this manner,
makes our comparisons independent of the strike price K, the initial price x
of the underlying, as well as of the maturity of the option since we consider a
perpetual. Thus we set out to find the value of A? that yields v, as a solution
to equation (6) equal to the value 7, resulting from solving the equation (5)
for the standard, continuous model.

Having completed the previous stage, we finally infer e, from equation
(12) for the risk adjusted frequency A?. As noticed before, the required
computations may be facilitated by using the formula (14) for the equity
premium e,, where we substitute the value v = ..

Since A = \ + (r — p1)/2o, this procedure presumably still depends on
the various values of the jump size zy and the frequency A that are chosen,
granting that 22\ = o2. The following tables indicate, however, that the
procedure is rather insensitive to the choices of zy and A, as long as 0% = A\z2.
We start with the short rate equal to one per cent.

2o || 0.001 0.01 0.1 0.5 1.0 10 100

A || 27225 | 272.25 | 2.7225 | .10890 | .02723 | .00027 | .27225-107°
A@ | 27249 | 274.73 | 2.9700 | .15810 | .05157 | .00266 | .23927-10~3
ep || 0.0240 | 0.0248 | 0.0248 | 0.0246 | 0.0245 | 0.0239 0.0237

Table 7: The equity premium e, the jump frequency A and the risk adjusted
jump frequency A? for various values of the jump size parameter z,. The
short term interest rate r = .01, and v, = v4 = .73462.

2o || -0.9 -0.7 | -05 - 0.3 -0.1 | -0.01 |-0.001
A | .03361 | .05556 | .10890 | .30250 | 2.7225 | 272.25 | 27225
A9 [ .00461 | .01912 | .05847 | .21911 | 2.4737 | 269.77 | 27200
ep || 0.0261 | 0.0255 | 0.0252 | 0.0250 | 0.0249 | 0.0248 | 0.0250

Table 8: The equity premium e, the jump frequency A and the risk adjusted
jump frequency A? for various values of the jump size parameter z,. The
short term interest rate r = .01, and ~,. = v4 = .73462.

From tables 7 and 8 we notice that the value of the equity premium is
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rather stable, and fluctuates very little around .025. Even the extreme values
of zp = 1.0, 10 and 100, corresponding to a bonanza economy with sudden
"upswings” of 100, 1000 and 10,000 per cent respectively (but increasingly
rarely as A becomes correspondingly small), provide values of the equity
premium of around 2.4 per cent.

We also try negative values of the jump size parameter. 2 Using this, we
find that also for the extreme values of zy in the other end, —.9, —.7 and —.5,
the values of the equity premium is rather close to 2.5 per cent. These latter
values of 2y correspond to a "crash economy”, where a dramatic downward
adjustment occurs very rarely. ® For a related, but different, discrete time
model of a crash economy, see e.g., Rietz (1988).

We conclude that the values of the equity premium found by this method
is robust with respect to the jump size parameter zy and frequency A at the
level of accuracy needed here. This holds for the short interest rate » = .01.

Tables 9 and 10 give a similar picture for the interest rate » = .04, but
now the equity premium has changed to about 4.4 per cent.

zo || 0.001 0.01 0.1 0.5 1.0 10 100

A || 27225 | 272.25 | 2.7225 | .10890 | .02723 | .00027 | .27225-107°
@ | 27270 | 276.75 | 3.1774 | .20379 | .07615 | .00555 | .53796-10~3
ep || 0.0452 | 0.0449 | 0.0455 | 0.0474 | 0.0489 | 0.0528 0.0535

Table 9: The equity premium e, the jump frequency A and the risk adjusted
jump frequency A? for various values of the jump size parameter z,. The
short term interest rate r = .04, and . = v4 = 2.93848.

zo || -0.9 - 0.7 -0.5 -0.3 -0.1 -0.01 |-0.001
A | 03361 | .05556 | .1089 | .30250 | 2.7225 | 272.25 | 27225
M@ [.00018 | .00503 | .030321 | .1623 | 2.2821 | 267.78 | 27181
ep || 0.0301 | 0.0354 | 0.0393 | 0.0421 | 0.0440 | 0. 0447 | 0.0436

Table 10: The equity premium e,, the jump frequency A and the risk adjusted
jump frequency \? for various values of the jump size parameter z,. The
short term interest rate r = .04, and . = y4 = 2.93848.

2In this case the solution of the perpetual American put problem given above for the
Poisson model can only be considered an approximation, which is better the larger x is.
Since our arguments are independent of this quantity, we might as well just assume that
x is large enough for this approximation to be accurate.

3That there is virtually no difference between the results in tables 7 and 8 we take an
an indication that the approximation to the put value is indeed accurate in this situation.
Compare also tables 9 and 10.
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r || 0.0001 | 0.001 | 0.01 | 0.02 | 0.03 | 0.04 | 0.05 | 0.06 | 0.07 | 0.08
ep || 017 019 |.025 | .032 | .038 | .045 | .052 | .058 | .065 | .072

Table 11: The equity premium e,, as a function of the short term interest
rate. The volatility of the stock index is fixed at 0.165, 2y = .01.

Table 11 gives the connection between the short interest rate and the
equity premium in our approach, when the volatility of the stock index is
held constant. The computations are carried out for the jump size parameter
zo = .01. The results are identical when zg = —.01.

4.3 The relation to the CCAPM

The presented tables are consistent with the CCAPM for this particular
Poisson jump process, a fact we now demonstrate. To this end let us recall
an expression for the CCAPM for jump-diffusions (eq. (29) in Aase (2004))
when there is one common source of jump risk. Adapted to the present model
it looks like the following:

€p :(RRA)(O'C . g-) — /\20(1 _ (1 + ZO@)(RRA)) _
1 18
(RRA) (0. -0 + Az20.) + JMRRA)(RRA = 1)z02 + -+ (18)

Here (RRA) stands for the coefficient of relative risk aversion, assumed to
be a constant, ¢ is the volatility of the continuous part of the stock index, o,
the standard deviation of the continuous part of the aggregate consumption,
2o is the the jump size in the stock index and 2y is the corresponding jump
size in the aggregate consumption.

If there are no jump terms, we notice that e, = (RRA)o, - o, so the
equity premium e, is proportional to the volatility parameter o. The next
term inside the parenthesis in the second line of (18) is the jump analogue of
the first term, and then higher order terms follow. Neglecting the latter for
the moment, we notice that for the Poisson jump model of Section 2, where
o = 0. =0, equation (18) can be written, to the first order approximation

ey = —Azo(1 — (1 + 2,.) BED) ~ (RRA) (\/ng \/E) (19)

We see that e, is approximately proportional to the quantity og := (A\22)'/2,

the volatility of the stock index, if we can neglect higher order terms. Tables
12 and 13 show the values of the equity premium e, as the o4 parameter
varies. In Table 12 the short term interest rate r = 0.01 and in Table 13 r is
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four per cent. In addition the tables present values of the relative risk aversion
(RRA) from the equality in equation (19), and its first order approximation
(RRA)y stemming from the approximation in this equation.

0d 0.05 | 0.08 | 0.10 | 0.165 | 0.18 | 0.20 | 0.22 | 0.25 | 0.30
(RRA)q || 4.68 | 3.83 | 3.74 | 4.21 | 4.40 | 4.67 | 4.98 | 5.41 | 6.22
(RRA) | 4.65 | 3.82 | 3.72 | 420 | 4.39 | 4.65 | 4.96 | 5.39 | 6.18

€p 008 | .011 | .013 | .025 | .028 | .033 | .039 | .048 | .067

Table 12: The relative risk aversion (RRA), its first order approximation
(RRA)o, and and the equity premium e, for various values of the stock index
volatility parameter o,. The short term interest rate r = .01

04 0.10 | 0.12 | 0.14 | 0.165 | 0.18 | 0.20 | 0.22 | 0.25 | 0.30
(RRA)o || 9.37 849 | 7.97 | 7.62 | 7.52 | 7.48 | 7.53 | 7.66 | 8.09
(RRA) | 9.29 | 842 | 791 | 7.57 | 7.47 | 7.42 | 7.48 | 7.60 | 8.02

€p 033 | .036 | .040 | .045 | .048 | .053 | .059 | .068 | .087

Table 13: The the relative risk aversion (RRA), its first order approximation
(RRA)y, and and the equity premium e, for various values of the stock index
volatility parameter o,4. The short term interest rate r = .04

We have computed the values of e, as in the tables 7-10, by calibrating to
the continuous, standard model. When finding the values of the two relative
risk aversion parameters, we have used the following procedure: The volatility
is varied by changing only the jump size parameter z,, keeping the frequency
parameter \ fixed at the value 272.25. Then we have used the value of the
standard deviation of the aggregate consumption o4, 1= 2070¢X = 0.0357, as
is the estimate of this quantity from the Mehra and Prescott (1985) study
(see also Constantinides (1990)). This means that zp. = 2.1636- 1073 for our
choice of frequency \. By changing the volatility of the stock index this way
we managed to keep the standard deviation of the aggregate consumption
04 constant at the value .0357 as o, varies.

If the second equality of (19) is a good approximation in the range of o 4-
values of interest, then we should obtain the same value of (RRA), through-
out. We observe that there is some variation, although rather moderate in
the range of volatilities close to the market estimate of 0.165. The values of
(RRA), are close to those of (RRA), an indication that the approximation
in (19) is fairly accurate. When a broader range of o4-values are considered,
there is some variation in the values of (RRA), as is to be expected from the
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nonlinear relationship between e, and this quantity. As noted above, how-
ever, the approximation is acceptable in the economically interesting range
of values of the volatility parameter, at least at the level of accuracy needed
here.

We conclude that in the geometric Poisson model the simple ”volatility
parameter” o, := (22\)Y/? captures the individual asset risk, and hence the
product of jump size squared and frequency is a ”sufficient statistic” of this
type of risk, as a reasonable first order approximation.

Thus our assumption that e, is proportional to the volatility of the stock
holds approximately for the geometric Poisson model, and the above results
are accordingly seen to be consistent with the CCAPM. This explains why e,
is invariant to changes in 25 and A as long as 22\ equals a constant, as seen
in the tables 7-10. Finally, the comparisons in tables 12 and 13 also serve as
a diagnostics check of our calibration procedure.

It follows from the general jump version of the CCAPM that we can not
expect this kind of invariance results if our competing model to the geometric
Brownian motion is more complex that the geometric Poisson process. For
any jump-diffusion with a nonzero jump term, the probability distribution
under @) does indeed depend on the equity premium, but the equity premium
will no longer be proportional to the ”volatility” of the underlying asset, in
which case our premise in the first step of the calibration in Section 4.2 is
violated. Computations confirm this. We have tried a large range of dif-
ferent jump-diffusion models, ranging from models including just a diffusion
component in addition to the Poisson term, several different jump sizes, both
positive and negative, and even continuously distributed jump sizes. In nei-
ther of these models we obtained the simple and transparent results of the
above analysis.

However, our methodology will still work granted an appropriate empir-
ical investigation, where option prices are observed in the market. It would
then be a simple matter to calibrate a more complex jump-diffusion model
to the standard model, and find implied equity premiums.

As an illustration, we present in the last section of the paper the relevant
computations when the jump size distribution is continuous for (a) normal,
and (b) exponential tails. Both these models are, of course, incomplete.

4.4 The relation to the classical puzzles.

From our results we can say something about the two puzzles mentioned in
the introductory part of the paper. We reexamine the two puzzles using the
above model, and find values for the parameters of the representative agent’s
utility function for different values of the equity premiums and short term
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interest rates, calibrated to the first two moments of the US consumption-
equity data for the period 1889-1978.

Consider first the case where r = .01 and the equity premium is 2.5 per
cent. This is, as noted above, not consistent with the Mehra and Prescott
(1985) study, where r = .01 and the equity premium was 6 per cent. The
jump model can explain a relative risk aversion coefficient in the range around
4.2, as seen from Table 12, which must be considered a plausible value for
this quantity. This follows as explained earlier from the CCAPM for jump
processes, since the value used for the standard deviation o4 . of the aggregate
consumption is the market estimate 0.0357 from the last century. Turning
to the Mehra and Prescott (1985)-case, the value of the relative risk aversion
is estimated to 10.2 using the standard, continuous model, which is simply
the equity premium puzzle.

For the reexamined values presented by McGrattan and Prescott (2003),
the short term interest rate was estimated to be four per cent, with an equity
premium of only one per cent. This is not consistent with our approach,
which gives the equity premium of about 4.4 per cent in this situation. Our
case corresponds to a relative risk aversion of about 7.6, as seen from Table
13.

In both situations above we still get a (slightly) negative value for the
subjective interest rate.

The jump model typically yields a lower value of the coefficient of relative
risk aversion than the standard continuous model, for the same covariance
rate between the stock index and aggregate consumption, as can be seen
from the tables 12 and 13. This is due to the convex functional relationship
between the equity premium and the coefficient of relative risk aversion,
following from the first equality in equation (19).

5 The model with a continuous jump size dis-
tribution.

We round off this paper by considering the situation with a continuous dis-
tribution for the jump sizes. In this case the model is incomplete as long
as there is a finite number of assets, since there is "too much uncertainty”
compared to the number of assets.

The case with countably many jump sizes in the underlying asset could
perhaps be approached by introducing more and more risky assets. In order
for the market prices of risk 6;, 6s,--- to be well defined, presumably only
mild technical conditions need to be imposed. One line of attack is to weakly
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approximate any such distribution by a sequence of discrete distributions
with finite supports. This would require more and more assets, and in the
limit, an infinite number of primitive securities in order for the model to
possibly be complete.

Here we will not elaborate further on this, but only make the assumption
that the pricing rule is linear, which would be the case in a frictionless econ-
omy where it is possible to take any short or long position. This will ensure
that there is some probability distribution and frequency for the jumps giv-
ing the appropriate value for 7, corresponding to a value for the perpetual
American put option.

Below we limit ourselves to a discussion of the prices obtained this way
for two particular choices of the jump distribution, where the risk adjustment
is carried out mainly through the frequency of jumps.

The model is the same as in Section 2 with one risky security S and one
locally riskless asset (3. The risky asset has price process S satisfying

o0
dSy = S;_[pdt + a/ ZN(dt,dz)]. (20)

—1/a

Here N(dt,dz) = N(dt,dz) — NF(dz)dt is the compensated Poisson random
measure, corresponding to our earlier N for the Poisson process, but now
taking into account that there are several allowed jump sizes z € [—1/a, 00).
N(t,U) is a random measure counting the number of times that jumps fall
in the set U before time ¢. The function F'(-) is the probability distribution
function of the jump sizes. The quantity az > —1 for all values of z, and
« is just a constant. As before is A the frequency of the jumps, and the
integral in (20) represents the zero mean noise term, corresponding to our
earlier zodNt—term‘

The density process of S is associated to a change of probability measure
is given by

£(t) = exp /O t /_ jaln(l—G(z))N(ds,dz)Jr /0 t /_ T/ae(z))\F(dz)ds}. (21)

Here 6(z) is the market price of risk function and the distribution function
of the jump sizes F(dz) is assumed absolutely continuous with a probability
density f(z). According to the results of Aase (2005), if the market price of
risk satisfies the following equation

00 B w—r
/—l/a 20(2)f(2)dz = VL (22)
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then the risk adjusted compensated jump process can be written

N@(dt,dz) = N(dt,dz) — (1 — 0(2))\f(z)dzdt. (23)
This means that the term
ACfO(2) == M1 = 0(2)) f(2) (24)

determines the product of the risk adjusted frequency A® and the risk ad-
justed density f9(z), when 6 satisfies equation (22). If the market price of
risk 0 is a constant, there is no risk adjustment of the density f(z). The
densities f(z) and f%9(z) are mutually absolutely continuous with respect to
each other, which means in particular that the domains where they are both
positive must coincide.

Clearly the equation (22) has many solutions €, so the model is incom-
plete.

In solving the perpetual American put problem for this model, it follows
from the results of Aase (2005) that the equation for v is given by

—r—ry+ / {(14+a2) =1+ ayz}\9f9dz) = 0, (25)
-1/«
where we have carried out the relevant risk adjustments.

As before, the corresponding solution to the perpetual American put
pricing problem is given by the equations (3) and (4), where ~ is the solution
to equation (25) above. This solution is an approximation when jumps can be
negative, and exact when jumps can not take negative values. The problem
arises if exercise can happen at a time of jump of the underlying price process
S. For a given stock price S; = z and jump size Z (a random variable), we are
asking what is the probability that z(1 + aZ) < c¢. This being the case, the
term v (z + axz) appearing in the integro-diferential-difference equation for
the market price in in the solution procedure of the optimal stopping problem
must be replaced by the linear function (K — (z + axz)). The probability

that this replacement should take place is
c 1 )

(az=a
/ f(z)dz
(—2)

which is seen to become smaller the larger z is. Thus we conjecture that
the error committed can not be large if we approximate the linear function
by the nonlinear ) in this situation, which is what our solution really does.
Below we consider two situations where the jumps can be both negative and
positive, and we use our presented solution, which is here an approximation,
and a relatively more accurate one the larger the values of x.

We now turn to the illustrations by considering two special cases for the
jump density f(z).
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5.1 The truncated normal case

Here we analyze normally distributed returns. In our model formulation we
have chosen the stochastic exponential, and the domain of F' is accordingly
the interval [—1/a, 00). In this case we choose to consider a truncated nor-
mal distribution at —1/a. By and large we restrict our attention to risk
adjustments associated with a constant ¢ only. In the present case the most
straightforward risk adjustments of the normal density f(z) having mean
m and standard deviation s would be another normal density having mean
m® and standard deviation s?, with a similar adjustment for the truncated
normal distribution. Here we only notice that a joint risk adjustment of the
jump distribution f to another truncated normal with parameters m® and
5%, and of the frequency A to A\¢, means that the equity premium can be
written

ep = a(AYE?{Z|m®, 59} — AE{Z|m, s}), (26)

where the expectations are taken of the truncated normal random variable
Z with respect to the parameters indicated. The above formula then follows
from (22) and (24). Notice that o does not change under the measure @,
since the supports of f and f¢ must coincide.

The exponential pricing model with normal jump sizes was considered by
Merton (1976). In that case the probability density of the pricing model S,
is known explicitly. In contrast to Merton, who assumed that the jump size
risk was not priced, or, he did not adjust for this type of risk, we will risk
adjust precisely the jump risk, and our model is the stochastic exponential,
not the exponential as he used.

Below we have calibrated this model to the standard continuous one using
the same technique as outlined earlier. Since the equity premium is not
proportional to the volatility of .S in this model, we can not expect to confirm
the simple results of Section 4. For Z a random variable with a truncated
normal distribution at —1/a, we first solve the equation \a?E(Z?) := o3 =
027225, or

2
1({z—m
o0 2_1 —5(73 ) dz
A Qf—l/az 25 C

2

2 =0q
_1l(z=m

fj(;/a 2;7rs€ ( ° ) *

for various values of m and s, and find the frequency A. Then we solve
equation (25), using the relevant values for r and v = 7.(r), to find the risk
adjusted frequency \?, and finally we use equation (22) to find the equity
premium e, = (r — p), assuming 6 is a constant, so that A% = (1 — 6) and
f = f9. Some results are summarized in tables 14 and 15.
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a 1 1 1 01 8 3
(m,s) | (L, 1) | (4, .7) | (4, 2.0) || (10, 10) | (01, .01) | (.01, .01)
) 1.36 | .042 | 0.0065 | 1.36 | 21270 | 15.13
A9 1.60 | 079 | .019 160 | 21578 | 15.94
e, | 0.024 | 0.026 | 0.025 | 0.024 | 0.025 0.024

Table 14: The equity premium e, when r = 0.01 and vy = 0.73462, for various
values of the parameters. The jumps are truncated normally distributed.

By decreasing the parameter a we notice from the above equation that

this has the effect of increasing the frequency of jumps A. Alternatively this
can be achieved by decreasing the values of m and s, as can be observed
in Table 15, where the spot rate is equal to 4 per cent. A decrease in the
standard deviation s, within certain limits, moves the present model closer
to the one of Section 4.

a 1 1 1 9 2 10
(m,s) | (1,.1) | (-.01,.01) | (1.0, 0.1) || (:01, .01) | (.011, .01) | (.01, .01)
) 1.36 | 136.13 0.027 136.06 30.80 1.36
@ 179 | 131.62 076 173.01 32.91 1.79
e, || 0.043 | 0.045 0.049 0.045 0.046 0.043

Table 15: The equity premium e, when r = 0.04 and y = 2.93848, for various
values of the parameters. The jumps are truncated normally distributed.

5.2 Exponential tails

In this model the distribution of the jump sizes is an asymmetric exponential
with density of the form

f(z) = pae" o0 0)(2)/(1 —

with @ > 0 and b > 0 governing the decay of the tails for the distribution of
negative and positive jump sizes and p € [0, 1] representing the probability
of a negative jump. Here I4(2) is the indicator function of the set A. The
probability distribution of returns in this model has semi-heavy (exponential)
tails. Notice that we have truncated the left tail at —1/a. The exponential
pricing version of this model, without truncation, has been considered by
Kou (2002).

™) + (1= p)be™" Lo ()

27



Below we calibrate this model along the lines of the previous section. Also
here we restrict attention to risk adjusting the frequency only. We then have
the following expression for the equity premium:

e~/ 1 1
ep = a(A? =) (P(m - a) +(1- p)g), (27)
where the frequency is risk adjusted, but not f. A formula similar to (26)
can be obtained if also the density f is to be adjusted for risk. The simplest
way to accomplish this here is to consider another probability density f¢ of
the same type as the above f with strictly positive parameters p?,a? and
b?. This would constitute an absolutely continuous change of probability
density, but there are of course very many other possible changes that are
allowed. In finding the expression (27) we have first solved the equation (22)
with a constant 6, and then substituted for the market price of risk using the
equation A9 = \(1 — ).

Proceeding as in the truncated normal case, we first solve the equation
Aa?E(Z?) := 02 = 0.027225, which can be written

Ao’ (p(l —e—“/‘l)‘l(3 —e_“/a(é + % + %)) +(1 —p)(b%)) =02 (28)

a?

Then we determine reasonable parameters through the equation aF(Z) = R,
for various values of R.. This equation can be written:

R, = e 1) 1o p)l 29
(o= i) v o) -
In order to arrive at reasonable values for the various parameters, we solve
the two equations (28) and (29) in a and b for various values of the parameters
a, p and R, where we have fixed the value of A = 250. Then for the spot rates
r = 0.01 and r = 0.04 with corresponding values of v = 7.(r) respectively,
we solve the equation (25) to find the value of A?. Finally we compute the
value of the equity premium from the formula (27).

Under the same assumptions as in Section 4.3, the CCAPM in the present
class of model is the following

ep =— )\/ / (1-(1+ zc)(RRA))zf(z, ze)dzdz. =

—1l/aJ-1/a (30)

(RRA) - /\/ / 2zef (2, 2z )dzdze + - -
—1/aJ—-1/a

Here f(z,z.) is the joint probability density of the shocks in the stock re-
turn and the growth rate of consumption. Focusing on the first order ap-
proximation, the instantaneous correlation between the stock index and the
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(a,p) | (1, 45) [ (1, 55) | (1, .60) | (.01, .40) | (.01, .45) | (.01, .60)
R. 004 | -.004 | -.004 0045 004 0035
a | 350.23 | 104.07 | 110.34 | 3.76 3.50 5.54
b || 140.07 | 350.23 | 278.21 1.08 1.04 87
A9 255,92 | 243.92 | 24455 || 255.85 | 25271 | 257.41
e, || 0.024 | 0.024 | 0.022 || 0.026 0.024 0.026

Table 16: The equity premium e, when r = 0.01 and v = .73462, for var-
ious values of the parameters, where A\ = 250. The jumps are truncated,

asymmetric exponentials.

(a,p) || (1, 40) [ (1, 45) [ (1, .60) | (.01, .40) | (.01, .45) | (.01, .60)
R, || -.0035 | -.0035 | -.0035 | .0045 004 0035
a 87.29 | 93.62 | 11358 || 3.76 3.50 5.54
b || 554.30 | 420.88 | 224.41 1.08 1.04 87
A9 [7236.24 | 237.53 | 241.29 || 260.54 | 260.67 | 263.38
e, || 0.048 | 0.044 | 0.048 | 0.047 0.043 0.047

Table 17: The equity premium e, when r = 0.04 and v = 2.93848, for
various values of the parameters, where A = 250. The jumps are truncated,
asymmetric exponentials.

consumption is equal to one only if both these jump sizes are deterministic,
as follows from the Schwartz inequality. In the truncated normal case, for
example, it would be natural to let f(z, z.) be the bivariate normal density.

It follows that in neither of these models is the equity premium propor-
tional to the volatility of S, so we can not expect to obtain the simple and
transparent results of Section 4.

The above tables all identify parameters that are consistent with the
simple results obtained in Section 4, and are not meant to be representative
of the variation one may obtain for e,. These tables primarily illustrate
numerical solutions of the basic equation (25) for 7, and how the calibration
procedure works to infer about e, in more complex models.

Notice that, as for the simple case of the geometric Poisson process, the
probability distribution of returns under any risk adjusted probability mea-
sure () depends on the equity premium here as well, as we have demonstrated
in this section. This means that once we have estimated the various process
parameters from, say, time series data, and observed option prices in the
market place, we may use the above technique to find implied equity premi-
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ums in much the same manner as implied volatility is found in various option
pricing models.

6 Conclusions

In this paper we have used the price of a perpetual American put option to
infer about historical equity premiums, when the underlying asset follows a
geometric Poisson process. This was made possible since the probability dis-
tribution under the risk adjusted measure depends on the equity premium for
this type of model, which is not the case for the standard geometric Brown-
ian motion process. Precisely this difference is utilized to find intertemporal,
equilibrium equity premiums.

In the standard, continuous model the equity premium is proportional to
the volatility of the underlying asset, while this is approximately the case
for the geometric Poisson process. This fact implies that we obtain equity
premiums that are almost invariant with respect to changes of its frequency
or jump size parameter, as long as these parameters jointly determine a given
volatility.

We applied this technique to the US equity data of the last century, and
found an indication that the risk premium on equity was about two and a
half per cent if the risk free short rate was around one per cent. On the other
hand, if the latter rate was about four per cent, we similarly find that this
corresponds to an equity premium of around four and a half per cent.

The advantage with our approach is that we needed only equity data and
option pricing theory, no consumption data was necessary to arrive at these
conclusions.

In the last section of the paper we consecutively replaced the geometric
Poisson process by two different processes, where the jump sizes are contin-
uously distributed. The resulting financial models are thus incomplete. In
these models the equity premium is no longer proportional to the ”volatility”
of the respective risky asset, as follows from the CCAPM for jump-diffusions.
This is also confirmed by the computations in this section.

However, an econometric investigation, where option prices are observed
in the market, would enable us to find implied equity premiums just as in
the main part of this paper, since the probability distribution under the risk
adjusted measure still depends on the risk premium e,, a topic for a future
investigation.
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