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An Efficient Progressive Bitstream Transmission System
for Hybrid Channels With Memory

Farzad Etemadi, Member, IEEE, and Hamid Jafarkhani, Fellow, IEEE

Abstract—We consider progressive transmission over a hybrid channel
introducing bit errors and packet erasures. The existing solutions are ana-
lyzed and extended to the case of a channel that exhibits memory on both
bit errors and packet erasures. We then propose a simple, low-complexity
coding scheme that transforms the hybrid channel into a channel with a
single impairment for which various optimization techniques exist. Both
rate-based and distortion-based optimization problems are investigated. It
is shown that our proposed solution has lower channel coding and rate-dis-
tortion optimization complexities compared to the known solutions. Simu-
lation results for channels with and without memory show the effectiveness
of our proposed solution over a wide range of operating conditions. Nu-
merical results also indicate that the rate-based solution of our proposed
algorithm is very close to the corresponding distortion-based solution.

Index Terms—TFinite-state channels, joint source-channel coding, pro-
gressive transmission, packet erasures, unequal protection.

I. INTRODUCTION

Embedded source coding enables the source decoder to progres-
sively reconstruct its data at different bit rates from the prefixes of a
single bitstream. Practical implementations of embedded source coders
include EZW [1], SPIHT [2], and EBCOT (JPEG2000) [3] for still
image coding, and three-dimensional (3-D) SPIHT [4] and MPEG-4
FGS [5] for video coding. The embedded capability of encoders, how-
ever, comes at the expense of high sensitivity to transmission noise and
the possibility of error propagation. Therefore, progressive transmis-
sion of an embedded bitstream over a noisy channel has to be accom-
panied with appropriate channel coding or joint source-channel coding
schemes. In this work, we consider embedded source coders and use
the terms embedded and progressive interchangeably.

Joint source-channel coding of progressive bitstreams is usually for-
mulated as an optimization problem. In a distortion-based framework,
the goal is to minimize the expected distortion of the received bitstream
for a given transmission rate. The rate-based approach tries to max-
imize the number of error-free source symbols under the same con-
straints. The rate-based solution is generally suboptimal in the distor-
tion sense. However, the rate maximization problem is simpler and the
solution is independent of the distortion-rate (D-R) curve of the source
which makes it attractive in situations where such a curve is difficult to
obtain. Another important aspect of progressive transmission is the un-
balanced nature of the bitstream. Earlier bits of an embedded bitstream
have to be decoded first before one can use the later bits. As a result,
an embedded bitstream is usually unequally protected, with the earlier
bits being given more protection against loss.
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Fig. 1. Codes for the hybrid channel. The numbers represent the ordered sym-
bols of the source. X, O and * symbols represent the parity symbols for error,
erasure and error-erasure protection, respectively. (a) RS2Da. (b) RS2Db. (c)
RS1D.

Progressive transmission over noisy and lossy channels has been
extensively studied in the literature [6]-[26]. Efficient algorithms for
finding optimal rate-based solutions exist [19] and optimal distortion-
based solutions can be found in certain scenarios. In the case of a packet
erasure channel, distortion-based solutions exist that are optimal for
general sources [23] and for sources with convex D-R curves [24], and
it has been shown that an optimal rate-based solution is essentially an
equally protected system [15]. In the case of a random bit-error channel
and a source with an exponential D-R curve, efficient and optimal dis-
tortion minimization is possible [21]. Numerous other techniques can
be found in the above references that find locally-optimal or subop-
timal solutions with varying degrees of complexity. Efficient search
algorithms have also been introduced that perform very close to the op-
timal solution [15], [22]. Error resilient techniques based on indepen-
dently decodable packets and estimation of lost source symbols have
also been introduced and combined with forward error correction for
robust transmission of embedded bitstreams [12], [13].

In this work, we consider the joint source-channel coding of progres-
sive bitstreams over a hybrid channel that introduces bit errors, as well
as packet loss. This channel models a wireline packet network whose
data is transmitted over a wireless channel. Packet loss is caused by
network impairments such as congestion, while bit errors are caused
by the wireless transmission medium. In either case, a realistic channel
model is one that captures the correlations between the errors or era-
sures. Packets are lost in bursts while the network is congested and
similarly, a deep fade in the wireless channel causes a long burst of bit
errors. As a result, in this work we are primarily interested in a channel
model in which the packet erasure and bit-error mechanisms exhibit
memory.

Coding schemes for the hybrid channel have been proposed in [10],
[11], [14] and efficient optimization techniques have been introduced
in [13], [15], [16]. These solutions are based on product codes that

1520-9210/$20.00 © 2006 IEEE



1292

IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 8, NO. 6, DECEMBER 2006

x RS2Da + RS2Db o RS1D
of + "+ T4 e Ty T T T + + ]
+ + + + + + + + + +
0.02F + + + + + + + + + +7
| + + + + + + + + + +
5 0.04 + + + + + + + + + +7
a® o o6l + + + + + + + + + +
: + + + + + + - + + +
0.08F + + + + + + + + + +
+ + + + + + + + + +
0.1F + + + T + + +
0.05 0.045 0.04 0.035 0.03 0.025 0.02 0.015 0.01 0.005 0
Pb
0 \ \| T T T T T
0.021 W W W w PSNR1D- PSNR2D 7
. max
2 0.04f o » o g
o 5 [ . @ .
0.06 " ' m
0.08F, \ \ X / .
0.1 \ 1 1 L 1 1 1 1
0.05 0.045 0.04 0.035 0.03 0.025 0.02 0.015 0.01 0.005 0
Pb
0 T T T T T T T T T
0.02 2
\, PSNR_
0.04f 2. 3
4 % % “ 2 2,
& 0.06F N E
o
0.08F \ E
0.1 1 1 1 1 1 1 1 1
0.05 0.045 0.04 0.035 0.03 0.025 0.02 0.015 0.01 0.005 0
b
Fig. 2. Optimization results for a memoryless channel with N' = 100 and L = 100.
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Fig. 3. Optimization results for a memoryless channel with N = 200 and L = 50.

are complex and introduce extra decoding delay. The existing systems
transmit symbols of a codeword sequentially over a wireless channel
and as a result, perform poorly when the errors caused by this channel
are highly correlated. Moreover, they cannot unequally protect against
both the bit errors and packet erasures. Finally, the existing rate-based
solutions for the hybrid channels are far from being optimal.

More recently, a product coding scheme has been introduced for the
transmission of JPEG2000 bitstreams over wireless channels that out-
performs some of the known techniques of the literature [25]. One of
the advantages of the latter scheme over previous product codes is its
ability to provide unequal protection against both the errors and the era-
sures. However, the channel itself is not hybrid and the packet erasures
are caused only by the decoding errors of the row code. Moreover, joint
source channel optimization is done partially by exhaustive search.

The main contribution of this work is to challenge the accepted
view that a hybrid channel has to be protected with a high-complexity

product code. This goal is achieved by transforming the complex
problem of the hybrid channel into a simpler problem of a single-im-
pairment channel for which known solutions exist. We combine the
bit errors and packet erasures into an equivalent channel, and use a
single error-erasure correcting code to protect against both channel
impairments. This allows us to apply the vast array of the known
optimization techniques cited before, to the problem at hand. We show
that this simple structure addresses all the issues associated with the
existing solutions, and more importantly, it achieves performance
gains over a wide range of operating conditions.

This correspondence is organized as follows. In Section II, the ex-
isting techniques for progressive transmission over hybrid channels
are reviewed and an extension to the case of a channel that exhibits
memory on both bit errors and packet erasures is presented. Our pro-
posed coding scheme is then introduced together with the solution to
the associated optimization problem. Numerical comparison of the al-
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Fig. 4. Optimization results for a memoryless channel with N = 50 and L = 200.

gorithms is presented in Section III. Finally, Section IV concludes this
work.

II. CODING SCHEMES

We use the following definitions throughout the text. For memory-
less channels, P, and F..s represent the bit-error probability and the
packet erasure rate, respectively. Channels with memory are charac-
terized by Peyr (1, m) and Peys(n, m) which are defined as the proba-
bility of m bit errors out of n transmitted bits and the probability of m
packet erasures out of n transmitted packets, respectively. In this case,
P, refers to the average packet erasure rate. We assume that the total
transmission budget is B7 = N L, where NV is the number of packets
and L is the packet size in symbols. We consider a symbol size of s
bits and the symbol error probability is denoted by Ps.. For memory-
less channels, P, = 1 — (1 — P;)” and for channels with memory,
P, =1- P...(s,0).

In this work, channel coding for all the transmission schemes is
done using rate compatible punctured Reed—Solomon (RS) codes over
GF(2°) [29]. Because of their non-binary structure, RS codes have ex-
cellent burst error correcting capabilities. This makes them particularly
useful in channels with correlated bit errors, which is the main focus
of our work. The minimum distance of RS codes is known and that en-
ables us to derive analytical expressions for decoding failure rates. RS
codes provide a wide range of coding rates through puncturing and this
flexibility can be exploited for optimization purposes. Another impor-
tant feature of RS codes is their ability to correct errors and erasures
simultaneously, a property that is crucial in the development of our low
complexity solution. In the context of packetized transmission, another
useful aspect of RS codes is the fact that for a bounded distance RS de-
coder, the probability of decoding error is much smaller than the prob-
ability of decoding failure. This means that the decoder either declares
decoding failure, or decodes the codeword correctly. This eliminates
the need for an additional error detection code, such as a cyclic redun-
dancy check (CRC) code, that is usually used for packet error detec-
tion. Finally, we note that using the same code for all the transmission
schemes forms a fair basis for comparing different techniques.

The following optimization techniques have been proposed for chan-
nels with bit errors only but they are also relevant to our work on the

1-y

BAD B

(U

1-B

Fig. 5. Gilbert-Elliot channel.

hybrid channel transmission systems. A provably optimal technique for
finding a rate-based solution has been proposed in [19]. We refer to
this algorithm as ROPT. Similarly, an optimal solution for the distor-
tion optimization problem exists when the source has an exponential
D-R curve [21]. This algorithm is referred to as DOPT. For sources
with arbitrary D-R curves, a fast local search (LS) algorithm has been
proposed in [22] that performs very close to the optimal solution. All
these algorithms have an optimization complexity of O(N L).

A. Product Code RS2Da

The coding scheme of [16] is shown in Fig. 1(a). We refer to this
system as RS2Da. The first N packets contain source symbols that are
unequally protected against bit errors. Erasure coding is applied across
the packets and equally protects the source packets against packet loss.
Whenever N, or more packets are received, erasure decoding recovers
the first NV, packets which are subsequently decoded for bit errors. The
cost function for the distortion-based problem is given by

Ep = Pr(N,)EN® + (1 — Pr(N,)) Do (1)
where Ep is the expected distortion, Pr(N,) = Zg OM Pes(N,n)

is the probability of recovering N, or more packets, and Dy = o>
represents the source variance. & DS is the expected distortion given
that the first [V, packets have been recovered and is given by

Ns+1 i—1

Z Dici®e, [[ (1 - @cy)

j=1

c"\’

@
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Fig. 6. Optimization results for a channel with memory for N = 100 and L = 100.
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In the above equation, C; is the number of parity symbols of the i*"
packet, ®¢; is the corresponding probability of decoding failure, and
Pcy, 41 = L. Di is the distortion associated with the data in the first
i packets. The goal is to minimize £p with respect to the variables
Ci(1 < ¢ < N,) and N,. Similarly, the rate-based cost function is
defined by

Er = Pr(N.)ER" 3)

where Er is the expected number of error-free progressive symbols.
& gs is the expected number of error-free progressive symbols, given
that the first [V, packets have been recovered and is given by

No+1 i—1

Y Rici®e, [ (1-®c,))
i=1

j=1

@

where R; = Z;zl (L-C),)and Ry = 0. The goal is now to maximize
Er with respect to the variables C;(1 < i < N,) and N;.

When a maximum distance separable (MDS) code (e.g., RS code) is
used, a packet with C' parity symbols fails to decode if the number of
symbol errors exceeds | C'/2] [29]. For short burst lengths, ® ¢ can be
approximated by ignoring the inter-symbol correlation of the bit errors.
In this case, Poc = 1 — ZL(’/ZJ (f)Pj&(l - P_ge)Lfi. For long burst
lengths, the symbol errors are correlated and the above expression for
® ¢ is not valid. In this case, & can be obtained using simulations.

The ROPT algorithm can be used to maximize the cost function
ER with an O(NL) complexity and this solution yields the optimal
rate-based solution for n packets where 1 < n < N —1[19]. Asa
result, a single optimization of complexity O(N L) suffices to evaluate
the optimal value of £ ,-?S for all possible values of N,. The optimal
values of & CA ° can then be substituted in (3) to find the corresponding
Er. Consequently, Er can be maximized with an overall complexity of
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Fig. 8. Optimization results for a channel with memory for N = 50 and L = 200.

O(N L). In the case of distortion optimization, the same property holds
for the DOPT algorithm when the source has an exponential D-R curve
[16]. For arbitrary sources, one can minimize 7 with an O(nL) com-
plexity using the LS algorithm for 1 < n < N, resulting in an overall
complexity of O(N? L) for minimizing £p. We note that the variable
N, explicitly defines the budget allocation between the error and era-
sure protection components of the system.

B. Product Code RS2Db

The coding scheme of [15] is shown in Fig. 1(b). We refer to this
system as RS2Db. The first L, columns contain source symbols that
are equally protected against errors using C' = L — L, parity sym-
bols, and the encoding across the packets provides unequal protection
against packet loss. Received packets at the receiver are first decoded
for bit errors. If a packet fails decoding at this stage, all its symbols
are marked as erased. Erasure decoding then tries to recover the sym-
bols that have been erased in the channel, as well as the symbols that
have been marked as erasures due to the error decoding failure. Let C;
denote the number of parity symbols of the i column code. The dis-
tortion-based cost function for this system is

L
Ep = ZPZDi
1=0

and the rate-based cost function £z is obtained by replacing D; with
R; where R; is the number of source symbols in the first ¢ columns,
and D; is the associated distortion. By definition, Ry = 0, Py =
Prob(X > C) and P, = Prob(X < () where X is the number
of erased packets. Fori = 1,2,---,L — 1, P, = 0if C; = Ci44
and P, = ZS;CHIH Pwn(n,C) otherwise. Pn(n,C') is the prob-
ability of n packets being erased out of [V transmitted packets, when
the number of parity symbols of the row code is C'. The number C' de-
termines the decoding failure probability of the row code. This latter
failure probability, in turn, affects the number of the packet erasures,
since a failed packet is considered as erased in the erasure decoding
stage. Consequently, Px (n, C) is treated as a function of C'.

The optimization algorithm of the RS2Db system was originally pro-
posed for packet erasure channels without memory [15]. In what fol-
lows, we extend this algorithm to the case of correlated packet loss

&)

by finding an analytical expression for Px (n, C'). A non-overlapping
packet decoding failure is defined as the one that occurs to a packet that
is not erased in the channel. It is clear that an overlapping decoding
failure should be treated as an erasure. It follows that

Pn(n,C) = Z p(Ny =n —m|New = m)Pers (N, m)

m=0

Q)

where N¢ and N, represent the number of non-overlapping decoding
failures and the number of packet erasures in the channel, respectively.
When the packet length is sufficiently large, packet decoding failures
can be considered independent and

N-—m

n—1m

PNy =n—m|Nes =m) = ( ><I>'(7;_"7’(1 _ <I>C)N_n )

where ®¢ is the probability of decoding failure of the row code which
was derived in Section II-A. The algorithms of [15] can now be applied
to the RS2Db system to obtain an optimal rate-based solution with a
complexity of O( N L), or a distortion-based solution with an O(N L?)
complexity. The budget allocation between the error and erasure pro-
tection in this system is explicitly defined by the variable L,.

C. Proposed Solution

Our proposed transmission system is shown in Fig. 1(c). We refer to
this system as RS1D. The i** column forms an RS codeword with C i
parity symbols. The cost function of the distortion-based problem is

L1
Ep = E D; 1%,
i=1

2—1

[TG-ve)

j=1

®

and the rate-based cost function g is obtained by replacing D; with
R;, where R; is the number of data symbols in the first ¢ columns and
D; is the associated distortion. ¥, is the failure probability of the i*"
codeword and ¥, , = 1.

The RS2Da and RS2Db schemes perform a search for the optimal
values of IV, and L, respectively, that explicitly define the budget al-
location between the error protection and the erasure protection com-
ponents. This search manifests itself in the quadratic complexities of
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the corresponding optimizations. In the RS1D system, the probabili-
ties W, incorporate the effects of both channel impairments into a
single quantity. This facilitates an implicit budget allocation without
the need for a search along the NV or L coordinates. As a result, one
can expect a linear complexity in NV and L for the RS1D system. A
close examination of (8) reveals that this is indeed the case. This cost
function is identical to the cost function (2), that can be optimized with
an O(N L) complexity using the ROPT, DOPT, or LS algorithms for
the rate or distortion-based problems.

We note that the RS1D system unequally protects the source against
both the errors and the erasures, whereas the RS2Da and RS2Db sys-
tems use equal protection for one of the components. Moreover, the RS
coding across the packets interleaves the symbol errors of the RS1D
system. Not only does this property improve the system performance
for burst errors, but it also simplifies the failure rate calculations.

In what follows we derive an analytical expression for ¥¢.. An RS
code with C' parity symbols can correct up to Ner, symbol errors and
Ne.s symbol erasures as long as 2Ne,, + News < C' [29]. As a result

N .
Te=1-3p <Nm < {02— "J |Nas = i> Pue(N,i).  (9)
=0

In the above expression, Ne,: represents the number of non-overlap-
ping symbol errors. It follows that

P <Ncrr < {CZ_ ZJ | Nors :i>

If the packets are sufficiently long, the symbol errors can be considered
independent, and as a result

=N

= Z p(-zvcrr :J

j=0

Nere=1). (10)

p(zverr =7

Now = i) = (” j‘ l) PiL(1—- PN A

III. NUMERICAL RESULTS

In this section, we present the numerical results of the different
coding schemes. We use the 512 x 512 gray-scale Lena image en-
coded progressively using the SPIHT encoder [2]. For the RS2Da and
RS1D systems, we have used the ROPT and LS algorithms to find the
rate and distortion-based solutions, respectively. The RS2Db system is

optimized using the techniques of [15]. The peak signal-to-noise ratio
(PSNR) is defined as PSNR. = 10log,,(255>/D), where D is the
expected distortion. The total transmission budgetis By = LN = 10*
bytes, which translates into a transmission rate of 0.3 bits per pixel.

A. Memoryless Channels

For memoryless channels, the error and erasure rates P, and Pere
define the operating conditions of the channel. Distortion optimization
results for this channel are shown in Figs. 2—4 for different values of
N and L. The top figure shows the optimality region of each algo-
rithm. The symbol X represents the region in which the RS2Da algo-
rithm outperforms the RS2Db and RS1D algorithms. The symbols +
and O represent similar regions for the algorithms RS2Db and RS1D,
respectively. The middle curve is a contour plot that shows the differ-
ence between the PSNR of the RS1D system and the PSNR of the best
product code. The bottom curve is the contour plot of the best PSNR.
The first observation from the above figures is that the optimality region
is mainly determined by I’,. When NV is small, both the RS2Db and
RS1D schemes perform poorly. This can be explained by the fact that
these two algorithms rely on the column code to correct both the errors
and the erasures, while the RS2Da system uses the column code only
for erasure protection. A small value for N means a weaker column
code and a poor performance for the RS2Db and RS1D systems. The
RS2Da system loses this advantage for a sufficiently large V. Fig. 3
shows that when NV is large and L is small, the RS1D system outper-
forms the product codes for moderate channel conditions. In this case,
the row codes of the product codes are weak and do not help much. Fi-
nally, we can see that the RS1D system is never optimal under severe
channel conditions. In this case, the channel puts too much burden on
a code that should correct both channel impairments.

From the above experiments, we conclude that the RS1D system pro-
vides a good performance for memoryless channels under moderate
channel conditions if the number of packets is sufficiently high. Per-
formance gains (if any) of the RS1D system are small (around 0.2 dB),
but the optimization and encoding/decoding complexity is much lower.

B. Channels With Memory

The time-varying bit-error rate of a fading channel can be modeled
using the two-state Gilbert-Elliott channel shown in Fig. 5. In our ex-



IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 8, NO. 6, DECEMBER 2006

1297

PSNR__-PSNR ! T T
D RO
0.05 - RS2Da
I
5 0.1F
a
0.15F
0.2 1 1 1 1
4 6 8 10

T
PSNR,

DO
[ RS1D

ers
o
o
T

0.2 !

. PSNRRé L 8 N ~
A Ed .
. S\ o>
" o T e

4 6 8 10

SNRG (dB)

12 14 16 18 20

ers
©
=

PSNR =
0.15F \:\

(= =

s—
0.2 L
10 12 14 16 18 20
SNR_ (dB)
G
Fig. 10. Difference between the distortion-based and rate-based solutions for NV = 200 and L = 50.
T T T L ———7 R ————
PSNR__-PSNR [ 4T
L DO RO 2 3—
0-051 rg2pa
a
B oo0.1f
A
0.15}
0.2 .
4
T T
PSNR__ PSNR
DO RO
0.05F parp
«
§o0.1f
A
0.15}
0.2 L
4
pSNE\pSNR |
0.05 'RS2Db
2 0.1k
1]
0.15}
0.2 L
4 5 8 10 12 14 16 18 20
SNR_ (dB)
G
Fig. 11. Difference between the distortion-based and rate-based solutions for V = 50 and L = 200.

periments, we have used the transition probabilities of v = 0.99873
and 3 = 0.99. These values represent an average burst length of 100
bits. Per-state bit-error rates are derived from the per state signal-to-
noise ratios (SNRs) using [28], as follows:

e =0.5 [1 — /SNRe/(1+ SNR,G)]
5 =05 [1 — /SNRs/(1 + SNRB)]

(12)

(13)

where SNR¢; and SNR g represent the signal-to-noise ratios of the
GOOD and BAD states, respectively. We have assumed that SNRg =
10SNR . Packet erasures are modeled using a Gilbert channel. The
Gilbert channel is essentially the same as the Gilbert-Elliot channel
with constant values of ¢ = 0 and =g = 1. For this channel, v =
0.99873 and 3 is used as a parameter to vary the average probability
of packet erasures, I.;s. We have used the analytical expressions for
Perr(n,m) and Peys(n, m) from [27].

Distortion optimization results are shown in Figs. 6-8. The curves in
the figures represent the same quantities as the ones in Section III-A.
From these figures we see that the RS1D algorithm outperforms the
product codes for moderate and high values of SNR;, and the gain
can be quite significant (up to 8 dB). This excellent performance can
be attributed to fact that the row codes of both product codes suffer from
bursts of errors. The situation is less severe for the RS2Db system, how-
ever, since a symbol that cannot be decoded (as a result of an error burst
on its packet) gets a second chance of decoding by the erasure code, for
which the error burst is interleaved. The redundancy of the row code,
however, is wasted since this code cannot handle long error bursts. The
RS1D system, on the other hand, never experiences an error burst be-
cause of the interleaving, and there is no loss associated with a row
code. The interleaving gain was not realized in Section III-A because
the channel was memoryless. Similar to the case of the memoryless
channel, the RS1D system performs poorly when the channel condi-
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tions are severe. We also note from the figures that the RS2Da system
is almost never optimal for channels with memory.

We now evaluate the rate-based performance of the three systems.
In Figs. 9-11, we have shown the performance loss of the rate-based
solution compared to the distortion-based solution. The top, middle
and bottom curves show the loss for the RS2Da, RS1D, and RS2Db
systems, respectively. We see from the figures that the performance
loss for the RS1D scheme never exceeds 0.5 dB over the entire range.
The loss in performance for the RS2Da and RS2Db systems, however,
is quite significant and can be as large as 7 dB. This is true even when
the product code is operating in its optimality region. As an example,
consider Figs. 6 and 9. It can be seen that at SNR = 7 dB, the RS2Db
system provides the best distortion-based performance, while its rate-
based solution is about 2 dB worse than the corresponding distortion-
based solution.

From the above experiments, it can be concluded that the RS1D
system provides an excellent solution for channels with memory when
the channel conditions are moderate or good. Moreover, the RS1D
scheme is robust against the source modeling errors, since it can
achieve a source-independent, optimal rate-based solution that is very
close to the distortion-based solution. Neither of the above statements
apply to the product code schemes. Finally, we note that the RS2Db
system includes an RS encoder/decoder which can be also used in
the RS1D mode of operation. One can then implement the RS2Db
system and adaptively switch to the RS1D mode of operation based on
the channel conditions. This hybrid RS1D-RS2Db scheme achieves
excellent results over the entire region of operation.

IV. CONCLUSION

We considered progressive bitstream transmission over hybrid chan-
nels that introduce bit errors as well as packet erasures. The existing
transmission schemes were analyzed and extended to the case of a
channel with correlated bit errors and correlated packet loss. A novel,
low-complexity transmission system was then introduced and the as-
sociated rate and distortion-based optimization problems were formu-
lated. We derived the analytical expressions for the decoding failure
rates of the system and showed that the proposed optimization problem
can be efficiently solved with the well-known techniques in the liter-
ature. Our numerical results showed that not only does the proposed
technique achieve reductions in the complexities of the rate-distortion
optimization and channel coding, but it also outperforms the existing
solutions over a wide range of operating conditions. We also showed
that our proposed technique yields a high-quality, optimal rate-based
solution that is particularly useful when the source statistics are not
known. It was numerically shown that the rate-based solution of our
proposed scheme is within 0.5 dB of the corresponding distortion-
based solution, while the existing product coding schemes lose up to 7
dB when optimizing the source coding rate instead of the distortion.
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