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Abstract

What someone knew matters for how we hold them responsi-
ble. In three studies, we explore people’s responsibility judg-
ments for negative outcomes to knowledgeable versus ignorant
agents. We manipulate whether agents arrived at their knowl-
edge state unintentionally or willfully. In Experiment 1, agents
who knew about the harmful consequences of their actions
were judged highly responsible no matter how they came to
know. In contrast, willfully ignorant agents were judged more
responsible than unintentionally ignorant agents. Participants
inferred that willfully ignorant agents were more likely to be-
lieve that their action might cause harm. When we explicitly
stipulate the agents’ beliefs in Experiment 2, the ‘willful igno-
rance’ effect reduces but persists. Participants inferred that the
willfully ignorant agent was more likely to have acted anyhow
even if they had known. Explicitly stating whether the agent’s
action depended on their knowledge further reduced the ‘will-
ful ignorance’ effect in Experiment 3.

Keywords: responsibility; moral judgment; ignorance; willful
ignorance; epistemic states; inferences

Introduction
Being morally responsible requires being aware of certain
things. For an agent to be held morally responsible for
a negative outcome, it is usually assumed that the agent
causally contributed to the outcome, and that the agent was
aware of the moral consequences of their action (Wieland,
2017). Even though an agent’s epistemic state is central to
whether we hold them responsible (Cushman, 2008; Gersten-
berg & Lagnado, 2012; Lagnado & Channon, 2008; Young
& Tsoi, 2013), psychologists have only just begun to study
how exactly ignorance affects judgments of responsibility and
blame(Hertwig & Engel, 2016; Sargent & Newman, 2021).
Ignorance and knowledge are often thought of as opposites,
with knowledge being the preferred mental state because be-
ing knowledgeable usually means being in a better position
to make good decisions (Nicolas, 2004). Especially when
it takes effort to acquire knowledge, it’s expected that this
knowledge is put to good use (Kirfel & Lagnado, 2021).
So when an agent’s actions result in harmful consequences,
knowledgeable agents are usually blamed more than igno-
rant ones (Cushman, 2008; Gerstenberg & Lagnado, 2012;
Lagnado & Channon, 2008; Young & Tsoi, 2013). But does
it only matter whether or not an agent knows, or does it also
matter how their epistemic state came about? Imagine that
the latest product a CEO has decided to launch was lucrative
but had detrimental environmental consequences. The CEO

was unaware that environmental harm would result from the
launch. How do we evaluate the CEO’s responsibility upon
learning that, although ignorant, they did have access to a re-
search report on the product’s environmental effects that they
deliberately decided not to look into?

What the eyes don’t see . . .
People sometimes actively avoid learning information about
the consequences of their behavior – they choose to remain
“wilfully ignorant” (Sarch, 2018). One reason to remain ig-
norant is to pursue selfish interests, and to feel less bad about
doing so (Conrads & Irlenbusch, 2013; Dana, 2006; Dana,
Weber, & Kuang, 2007). In dictator games, where the dicta-
tor chooses how a sum of money is split between them and
the recipient, dictators often choose not to know how much
the recipient will receive (Nyborg, 2011; Shepperd & How-
ell, 2015). Avoiding knowing whether one’s action hurts oth-
ers provides a “moral wiggle room” to eschew responsibility
(Conrads & Irlenbusch, 2013).

The case of “willful ignorance” raises the question of
whether all kinds of ignorance reduce responsibility for neg-
ative outcomes, or whether it matters how the agent’s igno-
rance came about (Kirfel & Hannikainen, 2022; Kirfel &
Lagnado, 2021). Are agents blameworthy for strategically
ignorant behavior (Wieland, 2017)? If so, how does the de-
liberate avoidance of knowledge fare against other epistemic
states? Is being willfully ignorant worse than being unin-
tentionally ignorant? Or is acting out of deliberate igno-
rance even worse than acting knowingly? In a series of ex-
periments, we investigate how people hold willfully ignorant
agents responsible for negative outcomes, and how this com-
pares to judgments about knowing, or unintentionally igno-
rant agents.

Integrating epistemic states into responsibility
We contrast three hypotheses about the way in which igno-
rance may affect judgments of responsibility. Some have
argued that ignorance should always count as exculpatory
(Phillips, 2019; Ross, 2011; Smith, 1983) (Hypothesis #1:
“Blameless Ignorance”). An agent’s ignorance – however it
came about – fully excuses them for performing an unwitting
but wrongful act. While an agent might be blamed for how
they became ignorant in the first place, their acting out of ig-
norance should not be evaluated differently than that of some-
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one whose ignorance was unintentional: the ignorance of the
consequences of their action equally exculpates them for any
negative outcome that might arise from it (Ross, 2011).

Others have argued that an agent’s responsibility is influ-
enced by their degree of belief (Buchak, 2014; Chockler &
Halpern, 2004; Edwards, 1954). Often there is uncertainty
about how much an agent knew about the consequences of
their action. In such cases, we need to infer others’ be-
liefs from their actions (Aboody, Davis, Dunham, & Jara-
Ettinger, 2021; Gerstenberg et al., 2018; Langenhoff, Wieg-
mann, Halpern, Tenenbaum, & Gerstenberg, 2021). If an
agent deliberately refrains from finding out what could hap-
pen, this suggests that they have a hunch that it might be af-
fecting others negatively (see e.g. Gorman, 2011; Husak &
Callender, 2019). Hypothesis #2: “Epistemic Inferences”
posits that we hold others responsible to the extent that we
believe that they knew about the negative consequences of
their action.

Finally, it’s possible that factors beyond the agent’s epis-
temic state influence their responsibility (Hypothesis #3:
“Beyond Epistemic States”). Some legal theorists and
philosophers argue that it not only matters what someone
did, but also what they would have done had they known
about the harmful consequences of their action (Luban, 1998;
Wieland, 2017, 2019). Agents are more responsible if they
would have acted anyhow (see Nanay, 2010). The underlying
‘action model’ of what the agent would have done depending
on their epistemic state reveals something about their motive
to act (Wieland, 2017; Yaffe, 2018). If the agent would have
acted anyhow, this suggests ‘ill will”: a willingness to com-
mit the harm (Wieland, 2017; Yaffe, 2018). While this list
of hypotheses is not exclusive – and certainly not exhaustive
–, these three hypothesis will mark the scope of the current
paper. In the General Discussion, we will address further fac-
tors of interest, in particular the role of inferences about an
agent’s choice not to pursue knowledge (Aboody, Zhou, &
Jara-Ettinger, 2021).

The present study
The intentionality of being ignorant has been argued to im-
pact its moral status. However, it is currently an open ques-
tion whether an agent who actively refrained from getting to
know the consequences of their action is evaluated differ-
ently than an agent who just happened to be ignorant. In
Experiment 1, we test H1 by investigating people’s respon-
sibility judgments and belief judgments to agents who are ei-
ther willfully or unintentionally, ignorant or knowledgeable
about the harmful consequences of their actions. In Exper-
iment 2, we investigate how people attribute responsibility
when the epistemic uncertainty of these agents is explicitly
stipulated (H2). Finally, in Experiment 3 we look at how
people evaluate actions from willful and unintentional ig-
norance if they learn what the agent would have done had
they known (H3). The experiment pre-registrations, mate-
rials, data, and analysis code are available here: https://
github.com/cicl-stanford/father-dont-forgive.

Experiment 1: Manipulating ignorance
In this study, we investigate how people hold ignorant versus
knowledgeable agents responsible depending on how the they
acquired their epistemic state.

Methods
Participants & Design We recruited 201 participants (age:
M = 37, SD = 13; gender: Female = 89, Male = 108, Non-
binary = 3; race: Asian = 31, Black/African American = 31,
Multiracial = 6, Native Hawaiian/Pacific Islander = 1, White
= 145, Other = 6), via Prolific (Palan & Schitter, 2018). The
experiment has a 2 ‘intentionality’ (unintentional vs. will-
ful) × 2 ‘epistemic state’ (ignorance vs. knowledge) design.
Participants saw all four epistemic conditions (unintentional
ignorance, willful ignorance, unintentional knowledge, will-
ful knowledge). The experiment also included four differ-
ent scenarios in which these epistemic conditions were pre-
sented: ‘fertilizer’, ‘laundry detergent’, ‘sunscreen’, and ‘ex-
terior paint’. Each participant was randomly assigned to one
of four experimental conditions. Each of the four experimen-
tal conditions contained an unique set of four epistemic con-
dition [scenario] combinations, in which each scenario and
each epistemic condition appears once (e.g. unintentional
knowledge [fertilizer], unintentional ignorance [paint], will-
ful knowledge [laundry], willful ignorance [sunscreen]). The
four vignettes were presented in randomized order.

Procedure All experiments were programmed with
jsPsych (de Leeuw, 2015). We instructed participants that
this study was about assigning responsibility to agents in
various scenarios. They were informed that they would read
four short stories about a CEO in a company, answer a couple
of questions, and make responsibility judgments. For each
scenario, participants first learned that there was a CEO who
faces a decision whether to launch a product with potentially
negative side effects for the environment (cf. Knobe, 2003).
Here is the first part of the ‘fertilizer’ scenario:

Taylor is the CEO of a company for farming supplies.
The company plans to produce and sell a new fertil-
izer for agricultural farming, “GreenLine”. If launched,
“GreenLine” would significantly increase the company’s
profits. However, this new fertilizer includes a relatively
unknown enzyme. It is possible that this enzyme would
harm local wildlife if released into the ground. If this
were the case, applying “GreenLine” would still effec-
tively fertilize farmland, but also kill small animals like
bees, birds, and rodents. The decision is now with Tay-
lor. The new fertilizer will only go into production if
Taylor approves it.

The scenario then varies the CEO’s epistemic condition.
It states that there is a new scientific study showing that the
enzyme in “GreenLine” does indeed harm wildlife. The CEO
has read a research report that has recently been published
summarizing existing research on the new enzyme. We varied
whether reading the report allowed the CEO to learn about the
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harmful effect, whether the CEO needed to inquire further
and, if so, whether the CEO actually did inquire further:

Unintentional Ignorance However, the report fails to
mention the existence of the new study and what the
study finds: the harmful effect of the enzyme in “Green-
Line” on wildlife. This means that Taylor does not know
that “GreenLine” harms wildlife.

Willful Ignorance The report mentions the existence of
the new study, but it does not mention what the study
finds: the harmful effect of the enzyme in “GreenLine”
on wildlife. Taylor decided not to look into the new
study and learn what the study finds. This means that
Taylor does not know that “GreenLine” harms wildlife.

Unintentional Knowledge The report mentions the ex-
istence of the new study, and it also mentions what the
study finds: the harmful effect of the enzyme in “Green-
Line” on wildlife. This means that Taylor knows that
“GreenLine” harms wildlife.

Willful Knowledge The report mentions the existence
of the new study, but it does not mention what the study
finds: the harmful effect of the enzyme in “GreenLine”
on wildlife. Taylor decided to look into the new study
and learn what the study finds. This means that Taylor
knows that “GreenLine” harms wildlife.

Participants were then asked a set of comprehension check
questions about this first part of scenario. These questions
asked about the nature of the outcome, the exact content of
the research report, the actions of the CEO (reading the re-
port vs. looking further into the study) and the final epistemic
state of the CEO. Participants had to answer all questions cor-
rectly to proceed. In the second part of the scenario, presented
on a separate screen, the company committee comes together
to discuss the potential production launch of “GreenLine”. In
the fertilizer scenario, Taylor approves the product and as a
result of the widespread sale of “GreenLine”, several wildlife
populations are being harmed. The CEO’s decision and the
outcome of their action was the same in all epistemic condi-
tions.

Dependent Variables After reading the two parts of each
scenario, participants answered two questions. First, a ques-
tion about responsibility, “To what extent is Taylor respon-
sible for several wildlife populations having been harmed?”
and, second, a question about the agent’s belief, “How likely
did Taylor think that several wildlife populations would get
harmed?”. Participants responded using sliders on 11-point
Likert scales with the endpoints labeled “not at all” (0) and
“very much” (10).

Results
Figure 1 shows participants’ responsibility and belief judg-
ments as a function of the agent’s epistemic state and the in-
tentionality of their epistemic state. Whether the agent knew
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Figure 1: Experiment 1. Participants’ (a) responsibility and
(b) belief judgments as a function of intentionality (uninten-
tional vs. willful) and epistemic state (ignorance vs. knowl-
edge). Note: In all of the figures, bar graphs indicate group
means, error bars are bootstrapped 95% confidence intervals,
and small circles are individual participants’ judgments (jit-
tered for visibility).

about the harmful effects or was ignorant about it strongly
affected how responsible participants saw the agent (see Ta-
ble 1): A knowledgeable agent was judged more responsi-
ble for the harm than an ignorant one.1 Likewise, willful

Table 1: Experiment 1. Estimates of the posterior mean and
95% highest density intervals (HDIs) for the different pre-
dictors in the Bayesian regression model. Variable coding
(used in all experiments): “Epistemic State” ∈ {−1 = ‘igno-
rant’, 1 = ‘knowing’} and “Intentionality” ∈ {−1 = ‘unin-
tentional’, 1 = ‘willful’}.

Term Responsibility Belief

Intercept 8.24 [8.01, 8.48] 6.00 [5.66, 6.35]
Epistemic State 1.15 [1.03, 1.27] 2.76 [2.62, 2.91]
Intentionality 0.42 [0.30, 0.54] 0.42 [0.28, 0.56]
Epistemic State:Intentionality −0.43 [−0.54, −0.31] −0.38 [−0.53, −0.23]

1We adopt the convention of calling something an effect if the
95% highest density interval (HDI) of the posterior distribution of
the estimated parameter in the Bayesian model excludes 0.
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agents were judged more responsible than an unintentional
ones. There was also an interaction between epistemic state
and intentionality. While it did not matter for the knowledge-
able agent whether they willfully or unintentionally acquired
their knowledge about the outcome, intentionality mattered
for ignorant agents. A wilfully ignorant agent was held more
responsible than an unintentionally ignorant one.

Participants’ responsibility judgments were mirrored by
their belief judgments: willfully ignorant agents were judged
as more likely to believe that the harm would occur than
unintentionally ignorant agents. In contrast, people did not
attribute more belief to the willfully versus unintentionally
knowledgeable agent.

Discussion
The results of Experiment 1 show that agents acting out of
ignorance are judged less responsible for the negative con-
sequences of their action than an agent who was aware of
them. However, in contrast to H1, we find that willful and
unintentional ignorance are not equally exculpating. People
attribute more responsibility to willfully ignorant agents. Un-
intentionally ignorant agents are, however, not fully excul-
pated in our scenarios and still receive a substantial degree of
blame (Sarin & Cushman, 2023), yet less than unintentionally
ignorant agents. In contrast, when agents are knowledgeable,
it doesn’t matter how they acquired their knowledge. The
fact that people also judged a deliberately ignorant agent to
believe the harmful consequences of their action to be more
likely supports H2. People may have attributed more respon-
sibility to the willfully ignorant agent because they inferred a
greater degree of belief in the harm from their deliberate ig-
norance. In Experiment 2, we test whether willfully ignorant
agents receive more blame even when their epistemic uncer-
tainty is explicitly stipulated.

Experiment 2: Manipulating beliefs
This experiment investigates people’s responsibility about ig-
norant and knowledgable agents while explicitly stipulating
their degree of belief.

Methods
Participants & Design We recruited 395 participants (age:
M = 39, SD = 14; gender: Female = 179, Male = 206, Non-
binary = 5; race: Asian = 30, Black/African American = 31,
Multiracial = 21, White = 302, Other = 7), via Prolific. No
participants were excluded. The experiment has a 2 epistemic
state (knowledge vs. ignorance) × 2 intentionality (willful vs.
unintentional) × 2 uncertainty (20% vs. 50%) design. Epis-
temic state and intentionality were manipulated within par-
ticipants, and uncertainty was manipulated between partici-
pants. Otherwise the design was identical to Experiment 1.

Procedure The procedure was largely identical to that of
Experiment 1, but this time we explicitly stipulated how cer-
tain the agent was that the negative outcome is going to oc-
cur as a result of their decision to launch the product. In

Ignorance: 50%, Knowledge: 100% Ignorance: 20%, Knowledge: 100%
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Figure 2: Experiment 2. Participants’ (a) responsibility
judgments and (b) belief judgments as a function of epistemic
state (ignorance vs. knowledge), intentionality (unintentional
vs. willful), and the ignorant agent’s certainty level in the
ignorance condition (left: 50%, right: 20%). ‘UI’ = Uninten-
tional Ignorance, ‘WI’ = Willful Ignorance, ‘UK’ = Uninten-
tional Knowledge,‘WK’ = Willful Knowledge.

the ‘Knowledge’ conditions, the CEO thinks the likelihood
of the program harming the environment is 100%. In the ‘Ig-
norance’ conditions, the CEO thinks the likelihood is either
20% (‘low chance’) or 50% (‘medium chance’).

Dependent Variables In addition to the responsibility and
belief questions, we added the following counterfactual ques-
tion in the low uncertainty conditions: “How likely is it that
[the CEO] would have launched the product had he known
that [several wildlife populations would get harmed]?”, using
the same response scale and labels as for the other questions.

Results

As Figure 2b shows, we successfully manipulated partici-
pants’ assumptions about the agent’s belief. Unlike in Ex-
periment 1, this time people did not attribute more be-
lief about the outcome to the willfully ignorant compared
to the unintentionally ignorant agent (see Table 2). Fig-
ure 2a shows that, despite this, willfully ignorant agents
were still held more responsible than unintentionally igno-
rant agents. Willfully and unintentionally knowledgeable
agents received the same responsibility. What did, how-
ever, make a difference to people’s belief attributions to ig-
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Table 2: Experiment 2. Estimates of the posterior mean and
95% highest density intervals (HDIs) for the different predic-
tors in the Bayesian regression model.

Term Responsibility Belief

Intercept 8.61 [8.41, 8.78] 7.06 [6.89, 7.25]
Epistemic State 0.55 [0.48, 0.61] 2.30 [2.21, 2.39]
Intentionality 0.22 [0.16, 0.29] 0.07 [−0.02, 0.16]
Epistemic State:Intentionality −0.24 [−0.31, −0.018] −0.08 [−0.17, 0.02]

norant agents was the stipulated level of the agent’s uncer-
tainty, B = 1.07, 95% HDI [0.86,1.28]. Just considering
the ‘Ignorance’ condition, people attributed a greater de-
gree of belief about the outcome when the agent was said
to believe the likelihood of the outcome to be 50% than
when it was 20%. However, this difference in belief attri-
butions did not translate into a difference in people’s respon-
sibility attributions: While people judged a willfully igno-
rant agent as more responsible than an unintentionally igno-
rant one, this was unaffected by whether the agents believed
that the chances of the negative outcome were 50% or 20%,
B = 0.15, 95% HDI [−0.02,0.33]. Finally, we found that the
intentionality of ignorant agents impacted participants’ coun-
terfactual inferences about what an agent would have done in
case of knowledge, B = 0.28, 95% HDI [0.15,0.40]. Partici-
pants made different inferences from the intentionality of the
agent’s ignorance: Participants thought that the willfully ig-
norant agent was more likely to launch the product had they
known about the negative effect compared to the unintention-
ally ignorant agent.

Discussion
In Experiment 2, we found that people hold a willfully ig-
norant agent more responsible than an agent whose igno-
rance was not self-inflicted, even when we explicitly stated
the agents’ degree of belief. This shows that, contra to H2,
it’s not people’s epistemic inferences alone that underpin their
increased responsibility attribution to willful versus uninten-
tional ignorance. Interestingly, we also found that there was
no quantitative mapping between the degree of uncertainty
and people’s responsibility judgments. People did not con-
sider an agent who believed the likelihood of the outcome to
be 50% more responsible than an agent who only believed
it to be 20% (but see Gerstenberg et al., 2018; Johnson &
Rips, 2015). All that mattered was whether an agent knew
or didn’t know. We found tentative evidence for the idea that
the inferred action model affected responsibility judgments as
predicted by H3. People thought that the willfully ignorant
would be more likely to launch the product anyways, were
they to find out about the harm it would do. To test this hy-
pothesis more directly, we explicitly manipulated the action
model in Experiment 3.

Experiment 3: Manipulating action models
In this study, we investigate people’s responsibility judgments
to willfully versus unintentionally ignorant agents while ma-

nipulating the agents’ action models.

Participants & Design We recruited 194 participants (age:
M = 37, SD = 14; gender: Female = 106, Male = 86, Non-
binary = 2; race: Asian = 20, Black/African American = 11,
Multiracial = 8, White = 151, Other = 2), via Prolific (Palan
& Schitter, 2018). No participants were excluded. The exper-
iment has a 2 action model (dependent vs. independent) × 2
intentionality of ignorance (unintentional vs. willful) design.
Both factors were manipulated within participants.

Procedure In this study, participants only got to see the “ig-
norance” scenarios. For each ignorance condition, we addi-
tionally manipulated the causal action model of the agent. To
do so, we explicitly stipulated in the first part of the scenario
whether the agent would launch the product if they found out
about its negative consequences.

Dependent If Charlie were to find out that “SafeSol”
does not destroy coral reefs, they would decide to launch
the production of “SafeSol”. If Charlie were to find out
that “SafeSol” does destroy coral reefs, they would not
decide to launch the production of “SafeSol”.

Independent If Charlie were to find out that “SafeSol”
does not destroy coral reefs, they would decide to launch
the production of “SafeSol”. If Charlie were to find out
that “SafeSol” does destroy coral reefs, they would still
decide to launch the production of “SafeSol”.

The ignorant agent’s epistemic certainty was fixed at 50%.
Otherwise, scenarios were identical to those in Experiment 1
and 2.

Dependent Variables Responsibility, belief and counter-
factual judgments were assessed as in Experiment 1 and 2.
Here, we just focus on responsibility and belief questions.

Results
Figure 3a shows that participants again held willfully ignorant
agents more responsible than unintentionally ignorant agents.
Participants also judged an agent who would launch the prod-
uct irrespective of whether they knew about the negative con-
sequences as more responsible than someone who would re-
frain from launching were they to find out that the product
harms the environment (see Table 3). The increase in respon-
sibility attributions to willful ignorance depended on the un-
derlying action model of the agent: When an agent would
launch the product even if they were to find out about its neg-
ative consequences, the difference in responsibility between
unintentional and willful ignorance was much smaller than
when the agent’s actions depended on knowing about the con-
sequences. We also found small effects of intentionality and
action model on people’s belief attributions, although peo-
ple’s general attribution of belief was fairly consistent around
the mid-point in all four ignorance conditions (see Figure 3b).

Discussion
In Experiment 3, we find that an agent’s action model makes
a difference to people’s responsibility judgments: Ignorant
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Figure 3: Experiment 3. Participants’ (a) responsibility
judgments and (b) belief judgments as a function of intention-
ality of ignorance (unintentional vs. willful), and the ignorant
agent’s action model (dependent vs. independent).

agents who would act irrespective of whether they know or
don’t know about the harmful consequences of their actions
are judged more responsible than agents for whom knowing
about the harm would make a difference. While an action
model that is independent of the agent’s epistemic state re-
duces the perceived difference in responsibility of a willfully
versus unintentionally ignorant agent, it does not make it go
away completely: People still judge a willfully ignorant agent
as somewhat more responsible than an agent whose ignorance
was unintentional.

General discussion
In three experiments, we explored how people hold agents re-
sponsible who differed in what they knew, and in how they
had arrived at their knowledge state. We examined three
hypotheses about the relationship between knowledge and

Table 3: Experiment 3. Estimates of the posterior mean and
95% highest density intervals (HDIs) for the different pre-
dictors in the Bayesian regression model. Variable coding:
“Action Model” ∈ {−1 = ‘dependent’, 1 = ‘independent’}.

Term Responsibility Belief

Intercept 8.45 [8.13, 8.75] 5.51 [4.95, 5.79]
Action Model 0.59 [0.48, 0.70] 0.12 [0.01, 0.23]
Intentionality 0.2 [0.22, 0.44] 0.11 [0.01, 0.21]
Action Model:Intentionality −0.15 [−0.26, −0.03] 0.00 [−0.09, 0.11]

responsibility: Ignorance is generally exculpating (H1), re-
sponsibility judgments depend on what an agent believed
(H2), and responsibility judgments depend on what an agent
would have done, had they known about the harm their action
would cause (H3). For ignorant agents, both inferences about
the agents’ epistemic states as well as inferences about their
action model affected people’s responsibility judgments. So
while we find some evidence for each hypothesis, even when
all of these factors have been accounted for, people still hold
willfully ignorant agents somewhat more responsible than un-
intentionally ignorant agents. In addition, we found that when
an agent knew about the negative consequences of their ac-
tion, they were judged highly responsible and it didn’t matter
how they had come to know.

What else could make people want to hold willfully igno-
rant agents accountable for their actions? Some legal frame-
works determine an agent’s culpability based on whether they
remained willfully ignorant with the specific motive of sup-
porting their defense in case of prosecution (Hellman, 2009).
Accordingly, people may infer that an agent remained will-
fully ignorant because they wanted to have plausible denia-
bility as an excuse (McGoey, 2012). There might be other
reasons, too, for not wanting to know. Maybe a willfully ig-
norant agent just didn’t care enough to find out about the po-
tentially harmful consequences of their action (Sarin & Cush-
man, 2023)? People might perceive the deliberately ignorant
CEO to violate the epistemic duties an agent in their posi-
tion needs to comply with (Hall & Johnson, 1998). As our
study suggests, people make rich inferences from the exact
conditions of an agent’s ignorance, and these inferences drive
significant differences in the moral evaluations of their ac-
tions. In general, the choice not to pursue information allows
for a variety of inferences about the agent’s rewards and val-
ues (Aboody, Zhou, & Jara-Ettinger, 2021): they might not
value the information enough or simply do not care about the
potential harm to make an effort to find out. Moreover, here,
we focused on scenarios with negative outcomes. In future
work, we’d like to explore what role willful ignorance plays
in scenarios with positive outcomes. For example, willful ig-
norance is evaluated positively, when it serves the function
to remain impartial, or to avoid biased decisions (Hertwig &
Engel, 2016). Varying the specific reasons an agent might
have for avoiding knowledge might allow us to gain further
insights into how deliberate ignorance is evaluated.

Conclusion
When an agent willfully remains ignorant about potentially
negative consequences of their action, people make infer-
ences about why they chose not to know. What inferences
people make affects how responsible the agent is viewed.
People infer that a willfully ignorant agent was more likely
to believe that a negative outcome would happen, and that
the agent would have acted anyhow even if they had known.
While these inferences partly explain the ‘willful ignorance’
effect, more work is needed to fully uncover what’s going on.
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