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Further analysis of Degema vowel harmony

Sean A. Fulop Ethelbert Kari Peter Ladefoged

Abstract

This paper is an elaboration of the results section of (Fulop 1996). The background
material in that paper is omitted here. Degema is an Edoid language of Nigeria whose
ten vowels are organized phonologically into two sets of five. The two sets are thought
to be differentiated by the degree of tongue-root advancement. This paper examines
the acoustic nature of these vowels as represented in field recordings of six speakers.
The most consistent acoustic correlate of the tongue root contrast was found to be
the first formant frequency. Additionally, a comparison of corresponding advanced and
retracted vowels using a normalized measure of relative formant intensity demonstrated
that this correlate could also distinguish them in 43% of the cases. Finally, a perceptual
study was conducted which demonstrates that Degema speakers do not classify their
vowels very well using formant frequencies as the sole acoustic variable.

1 Introduction

Nearly all the languages of the world use degrees of both tongue height and front-back
position of the tongue body as contrasting articulatory features of their vowel sounds. These,
together with lip rounding, are sometimes referred to as the major vowel features (e.g.
Ladefoged and Maddieson 1996). Many languages possess vowel inventories which make
essential use of features other than these (a common example being nasalization). One of
the most perplexing of the minor vowel features is Advanced Tongue Root (ATR). This
feature has generated considerable interest since its use in a great many African languages
was first elucidated in the 1960s. Its many enigmatic properties include the fact that it is
largely restricted to the Niger-Congo and Nilo-Saharan language families of Africa, and that
it is invariably employed in a phonological process of vowel harmony.

OThanks are due to Bruce Hayes, Russ Schuh and Ian Maddieson for important comments during the
development of this work. Special thanks to Kay Williamson for all her help in Nigeria. Thanks also to Pat
Keating for important input, Matt Gordon, Aaron Shryock, Richard Wright, Dan Silverman, and all those
in the Phonetics Lab who were willing to chat and give advice. This work was supported in part by NSF
grant SBR 9319705 to P. Ladefoged and I. Maddieson.



This paper will discuss the feature ATR, presenting the results of an acoustic investigation
of the Niger-Congo language Degema in support of several points. The results provide
evidence for three acoustic correlates of the ATR contrast, namely the frequencies of the
first and second formants, and the intensities of the first and second formants relative to
each other. We will discuss the correspondence of the third correlate to the theoretically
predicted damping of F} due to viscous air flow in a narrow pharyngeal constriction.

2 The feature ATR

[This section of the paper is omitted in this version. See (Fulop 1996).]

3 Acoustics of ATR in Degema

Degema is a Niger-Congo language, more specifically classified as Edoid. The Degema are
one of three groups of Edoid-speaking people in Nigeria’s Rivers State; the three languages
spoken in this small region comprise the Delta-Edoid subgroup. The two dialects of Degema
are Usokun and Atala. These are not substantially disparate, showing only small differences
in lexical tones and in the phonetic realization of one consonant (Elugbe 1989). Degema
exhibits a 10 vowel harmony system involving the two mutually exclusive sets discussed
above in more general terms:

[+ATR] i,e, 0,0, u
[-ATR] I, € 8,0, U

In a given word, all the vowels will be of one set or the other.

3.1 Data and methods

The speech of six male Degema speakers was recorded in the field on a portable DAT recorder.
The utterances are one and two-word sentences. Two of the speakers provided eight tokens
of each vowel, while the remaining speakers provided four tokens of each vowel. The vowels
occurred in minimal sets (verb paradigms) between [m] and an alveolar stop (there are the
same number with following [t] as with following [d]).

To analyze the data, FFT spectrograms were computed using a 150 Hz bandwidth filter
and a Hamming window. LPC formant histories were superposed on these, computed with
a filter order of 12 over a 10 ms window. This information was used to estimate the first
three formant frequencies.

Additionally, the amplitudes of the formants were estimated using a narrow-band short-
time FFT. The formant amplitudes in dB were measured as the energy in the most prominent
harmonic clearly within each formant band. This technique is by nature approximate; the
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Table 1: F; difference: Significance and effect sizes

Vowel quality a e i 0 u
Speaker 1 | FP significance | 0 0 0.0012 | 0 0
Effect size 0.89 | 1.0 | 0.85 1.0 1.0
Speaker 2 | FP significance | 0.49 | O 0.90 0 0
Effect size 0.66 | 1.0 {047 1.0 1.0
Speaker 3 | FP significance | 0.46 | O 0.0013 | O 0
Effect size 0.62 | 1.0 | 0.84 1.0 1.0
Speaker 4 | FP significance | 0.23 | 0.23 | 0.37 0 0.50
Effect size 0.75 | 0.78 | 0.72 0 0.66
Speaker 5 | FP significance | 0.30 | O 0.012 |0 0
Effect size 0.28 | 1.0 | 0.88 0.97 | 1.0
Speaker 6 | FP significance | 0 0 0 0 0
Effect size 1.0 | 1.0 | 0.94 1.0 | 1.0

“true” amplitude can only be discovered this way if a harmonic occurs at the center frequency
of the resonance. Otherwise, the harmonic amplitudes will be slightly less.

3.2 Results and analysis
3.2.1 Formant frequencies

Figures 1 and 2 show the vowels for each speaker plotted in an acoustic vowel space. The
ellipses are computed to enclose two standard deviations of the token dispersion along the
major and minor axes. Dark ellipses are used for [+ATR] vowels, and light grey for [-ATR|
vowels. A few vowel groups were found by boxplot analysis to have probable outliers; the
offending tokens have been removed from the plots to give tighter ellipses that are more
accurately located.

As expected, the difference between the [+ATR] and [—ATR] vowels is often evident in
the value of F}; the retracted tongue root vowels frequently show a distinctly higher F; than
their advanced tongue root counterparts.

Table 1 gives the significance of the difference between the first formant frequency of the
[++ATR] as against the [-ATR] vowels; Table 2 is parallel but deals with the second formant
frequencies. The significance (commonly called p) values are computed by two-sided Fligner-
Policello tests on each pair of vowels. We chose to perform the Fligner-Policello test because
statistical research has shown there to be differences in performance which, under certain
conditions, can save the experimenter from costly errors of both type I and type II (Wilcox
1996). A further discussion of these statistical issues is included as an appendix.
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Table 2: F; difference: Significance and effect sizes

Vowel quality a e i 0 u
Speaker 1 | FP significance | 0.0028 | 0 0.72 0.18 0.93
Effect size 0.84 1.0 0.56 0.30 0.48
Speaker 2 | FP significance | 0 0.12 1.0 0 0.076
Effect size 1.0 0.81 0.50 1.0 0.19
Speaker 3 | FP significance | 0.096 0 0.31 0.85 0.17
Effect size 0.27 1.0 0.66 0.47 0.70
Speaker 4 | FP significance | 0.81 0.45 1.0 0.00077 | 0.81
Effect size 0.56 0.69 0.50 0.94 0.56
Speaker 5 | FP significance | 0.012 | 0.00077 | 0.30 0.50 0.49
Effect size 0.13 0.91 0.72 0.34 0.34
Speaker 6 | FP significance | 0.90 0 0.016 | O 0.36
Effect size 0.47 1.0 0.88 0 0.28

The first number in each cell in Table 1, the FP-test significance, gives the probability
that it is mistaken to say “the two distributions differ, and in particular the median F} of
the [+ATR] vowels is less than that of the [-ATR] vowels.” The second number, the effect
size, gives us an indication of the degree to which the two vowels differ in their F) values,
measured as the probability that a randomly selected [+ATR] token will have a lower Fj than
a randomly selected [-ATR]| token. For example, when the [+ATR] and [-ATR] vowels of
each pair are perfectly distinguishable in this way and [+ATR] shows a lower F} than [-ATR|)
this probability has the value 1.0. If the two types of vowels are not distinguishable in this
way (as when their ellipses in Figures 1 and 2 overlap), this probability has a value closer to
0.5. When the vowels are perfectly distinguishable, but with the direction of the difference
opposite to that expected, the effect size is zero.

Three of the vowel pairs, /e, €/, /o, o/, and /u, v/, are almost perfectly distinguished
by F; alone for five of the six speakers. A fourth pair, the high front vowels /i, 1/, are
distinguished by Fj by four of the six speakers. Speakers 1 and 6 are the only ones who
distinguish the final pair, /o/ from /a/, by F; frequency. Speaker 4’s results deserve further
comment in that he does not distinguish any of these vowels in the usual way. As the
statistics show, he makes no reliable difference in F} except for /o, o/. In this case he
behaves in a very odd way, making the vowels distinguishable, but in the opposite direction
to other speakers, with F for /o/ having a higher value than for /o/.

The FP-test significance in Table 2 gives the probability that it is mistaken to say “the
two distributions differ, and in particular the median F, of the [~ ATR] vowels is less than
that of the [+ATR] vowels.” The direction of the effect is less important here, since we are



only interested in whether or not any vowel pairs are distinguishable using F; alone. Eleven
of the 30 vowel pairs have significantly distinct F5 values. The direction of the difference is
not entirely consistent, but 9 of the 11 significantly different [—~ATR] vowels have a smaller
F than the advanced vowels. A lower F; indicates greater tongue retraction as hypothesized.

3.2.2 Normalized relative formant amplitude

When formant amplitude and /or bandwidth are used as spectral shape measures, it is impor-
tant to account for the fact (shown by Fant 1960) that these values are correlated with (and
are at least grossly predictable from) the frequency of a formant, owing to the properties of
the human vocal tract mechanism. Hess (1992) avoided the resulting difficulties by compar-
ing the bandwidths of vowels with similar formant frequencies. If an investigator desires to
compare spectral attributes among vowels of different formant frequencies (as would be the
case in a comparison of phonologically corresponding [+ATR] vowels), s/he must take steps
to eliminate the possibility that evident spectral shape differences can be accounted for by
their correlation with formant frequency differences.

A normalizing procedure Our auditory impressions are that Degema retracted vowels
have a somewhat brighter sound than their advanced counterparts. This impression could
be caused by a difference in spectral shape between the two varieties, but it would have to
be in addition to that which would anyway occur when there is a change in F;. In order
to investigate this possibility, a measure of the normalized relative intensity of the first two
formants was computed from the data at hand.

The amplitudes of the formants in a vowel depend on a number of factors. The first is
the bandwidth of the resonance of the vocal tract that produces the formant. The relation
between the bandwidth and the formant amplitude is given in equation (1), in which dB(f)
is the amplitude of each frequency, f, through the frequency range of interest, which is taken
to be from 100 to 4,000 Hz. For each formant, F' is a resonant frequency of the vocal tract,
and b is the bandwidth.

F? + (b/2)?
V(= F)?+ (b/2)2 < \/(f + F)? + (b/2)?

Curves for three formants as specified by this equation are shown in Figure 3. The spec-
trum of a vowel is the sum of these three curves, plus two other curves which we will consider
below. As may be seen in Figure 3, when we add just the curves representing the first three
formants together, the second formant peak is lowered by the negative contributions of the
first formant, and the third formant peak is lowered even more by the negative contributions
of both the first and the second formants. There is also a converse effect, in that the peak
of each formant is raised by the contribution of each of the formants above it. The first
formant peak is raised only slightly, but the second formant peak is noticeably raised by the

dB(f) = 20log, 1)
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Figure 3: Curves representing three formant frequencies, the contribution of higher formants,
and the larynx pulse and lip radiation. The heavier curve, representing the spectrum of a
vowel, is the sum of these other curves.

positive contributions of the third formant at this frequency. To get a true summation of
the first three formants we must include the raising contributions of all the higher formants.
When three formants are specified, the equation for the additional contributions is as in
(2), assuming a total vocal tract length of 17.5 cm and thus a first resonance of 492 Hz for
a neutral vowel (Fant 1960:50). These raising contributions are represented by the upper
dashed curve in Figure 3.

dB(f) = 0.72(f/492)* + 0.0033(f /492)* (2)

The lower dashed curve in Figure 3 corresponds to the spectrum of the pulse produced
by the vocal folds as modified by the lip radiation, which also affects the relative amplitudes
of the formants. The shape of the larynx pulse depends on the phonation type. It is often
taken as having a spectrum that falls at a rate of —12 dB per octave. It can be combined
with a fixed curve representing the acoustic effects that occur when the vibrations of the air
in the vocal tract are converted into a sound wave propagated from the lips. These effects
contribute a positive slope of +6 dB per octave, so that the combined curve typically has a
slope of —6 dB per octave. The equation we will use is shown in (3), where g is a variable



representing differences in phonation type. This is the equation for the lower dashed curve
in Figure 3, in which g = 1.0.

e £/100
dB(f) =9 ( 2Ologlo (21 N \/m)) (3)

When we consider the relative amplitudes of the formants in pairs of Degema vowels, we
need to take all these factors into account. The relative amplitudes, A; — Ay, may differ in
a pair of vowels because the bandwidths are different, or because the frequencies in one pair
are not the same as in the other, or because there are difference in the glottal slope. (We
will take it that the contributions of higher formants remain constant.) The bandwidths
and glottal slope are two aspects of what we have called spectral timbre; since we already
know how the vowels differ as regards formant frequency and are now interested in these
other factors, the desire is to in some sense “factor out” the effects of formant frequency
differences across different vowels. In order to normalize the relative formant amplitudes
in this way between [+ATR] and [-ATR] vowels in Degema to facilitate the comparison
of the other aspects of their spectral timbres, a program was written to calculate what the
relative amplitudes would be if the bandwidths of the formants, the spectral slope and the
contributions of higher formants had remained constant, and only the formant frequencies
varied. If there are non-systematic differences between the observed and calculated values
of A} — A, for each vowel, then we may hypothesize that some other factor(s) are not being
held constant by the speakers from one vowel to another, viz. either the bandwidths or the
glottal slopes. The default bandwidths were taken to be B; = 30, By = 80 and B3 = 150.
The spectral slope was as defined by (3), with ¢ = 1.0, and the contributions of the higher
formants were as defined by (2).

For each vowel token, the modeled A, — A; value was subtracted from the observed value.
This provides a measure of the discrepancy between measurement and model for the relative
intensity of the first two formants. It can be regarded as a measure of the relative formant
amplitude, corrected so as to take into account differences due to variations in the formant
frequencies. Our next task is to see whether these normalized relative amplitudes differ
between advanced and retracted vowels.

Results Table 3 gives the results of 30 FP-tests, one for each [:ATR] pair of vowels. The
alternative hypothesis in each case is that the normalized relative formant amplitude of the
retracted vowel is less than that of the advanced vowel. When this is so, it can be concluded
that the first formant contributes relatively less, and the second formant relatively more, to
the spectral shape of the retracted vowel.

The results are mixed between the null hypothesis (that advanced and retracted coun-
terparts do not have different spectral shapes) and the alternative hypothesis. Speaker 1
shows the expected difference only for /a/ and /o/ vowel pairs; Speaker 2 for /e/, /o/, and
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Table 3: Relative amplitude difference: Significance and effect sizes

Vowel quality | a e i 0 u
Speaker 1 | FP significance | 0.046 | 0.36 | 0.71 0 0.96
Effect size 0.76 | 0.64 | 0.56 0.92 | 0.49
Speaker 2 | FP significance | 0.80 0 1.0 0 0
Effect size 0.56 0.94 | 0.50 1.0 1.0
Speaker 3 | FP significance | 0.85 0 0.45 0.48 0.16
Effect size 0.53 0.95 | 0.63 0.61 0.70
Speaker 4 | FP significance | 0.44 0 1.0 0.012 | O
Effect size 0.67 1.0 | 0.50 0.88 | 0.94
Speaker 5 | FP significance | 0.23 0.61 | 0.012 | O 0.23
Effect size 0.25 0.63 | 0.88 0.94 | 0.75
Speaker 6 | FP significance | O 0.44 | 0.61 0 0.81
Effect size 1.0 0.31 | 0.63 1.0 0.44

/u/; Speaker 3 only for /e/; Speaker 4 for /e/, /o/, and /u/; Speaker 5 only for /i/ and
/o/; and Speaker 6 only for /a/ and /o/. It is interesting to note that Speaker 4, who was
the one speaker who did not use Fj to distinguish the /e/, /o/, and /u/ pairs, is one of the
two speakers who distinguishes these pairs by spectral shape. In all, 13 of the 30 vowel pairs
reveal a difference in spectral shape between advanced and retracted through the relative
formant amplitudes, with the /o/ pair showing this effect for five of the six speakers. It is
also important that the reverse of the alternative hypothesis is never indicated. In other
words, it is certainly not the case that there is a spectral shape difference that is opposite
to the theoretical expectation.

Discussion It is established above that F, is at times a relatively greater contributor to
the spectra of retracted tongue root vowels in Degema. Switching perspective, it may be said
that F} is at times a lesser contributor to the spectral intensity of these same [—ATR] vowels.
Stated in this way, the results can be seen to partially agree with those of Hess (1992), who
found that Akan [-ATR] vowels showed a larger F; bandwidth and thus a decreased F;
intensity.

What could be the cause of the spectral shape differences in Table 37 Earlier discussion
has addressed the fact that formant bandwidth is directly related to damping in the acoustic
system; the greater the bandwidth, the more the damping. By modeling the vocal tract
configuration of the vowel /i/ as a series of connected acoustic cylinders, and performing
calculations on an electrical analog developed by Dunn (1950), van den Berg (1955) was able
to distinguish three different contributions to the resistance (damping) of the supraglottal
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vocal tract. These are:

1. Radiation resistance, due to the coupling of the mouth opening with the air outside,
which affects primarily F5 and higher formants.

2. Friction damping, due to the viscosity of the air within any approximation involving
the tongue or pharynx. This is present to an appreciable degree only in vowels with
small openings, and affects primarily Fj.

3. Cavity wall coupling; the vibration of the vocal tract walls in sympathy with that of
the air consumes energy from the acoustic signal. This also mainly affects F;.

There are also important damping effects associated with the degree of opening of the glottis
and the mode of vibration of the vocal folds. We surmise that these are not the source of
spectral shape differences between [+ATR| and [—~ATR] vowels, since such differences have
not been found to distinguish more than three of the vowel pairs for any speaker.

In the Degema tongue root contrast, a difference in lip opening between advanced and
retracted vowels would cause a change in the radiation resistance. Additionally, the articula-
tion of some retracted vowels may be sufficiently constricted that the back cavity resonance
could suffer increased damping due to the increased air friction within the approximation.
The reader is referred to Mason (1948:118) for a mathematical treatment of acoustical damp-
ing in a narrow constriction. Some combination of these effects must underlie the consistent
spectral shape difference between [o] and [5]. The spectral shape differences in the other
vowel pairs is much more sporadic across speakers, and we cannot say exactly what the
articulatory cause is in any particular case.

In earlier discussion it was suggested, following Hardcastle (1976), that isometric tension
of the pharyngeal constrictors is likely to accompany pharyngeal constriction. By increas-
ing the tension of the throat walls in this manner, the vocal tract damping resulting from
coupled vibration of the walls would be reduced. We also mentioned van den Berg’s (1955)
indication that this would primarily affect resonances below 1000 Hz. Given that Fj is in
this frequency range, the effects of pharyngeal tension in [-ATR] vowels should be opposite
to our observation of increased damping of F} relative to Fs.

No such opposite spectral shape effect was observed; this is probably because the damping
characteristics of the vocal tract walls cannot be changed by the speaker over as wide a range
as the constriction damping or the radiation resistance. So, the pharyngeal wall coupling
factor will remain much steadier than the constriction damping factor during pharyngeal
constriction in retracted tongue root vowels. Additionally, the damping contributed by the
vocal tract walls is also larger for smaller constrictions, whether the walls are stiff or slack.
This amounts to saying that any decrease in F; damping caused by increased pharyngeal
tension will be effectively swamped by the increase in damping owing to a marked narrowing
of the pharynx.

11



4 Degema vowel perception

4.1 Procedure

We were not able to test the way in which differences in spectral slopes and bandwidths
affect the perception of ATR differences, but we were able to test the importance of the
formant frequencies in the perception of Degema vowels. We constructed a computer model
that would synthesize vowels. The subject and the experimenter (E. K., a native speaker of
Degema) viewed a computer display of the kind shown in Figure 4, which included a written
instruction to match a particular vowel. All the subjects were literate in English, and had
no difficulty in understanding the task, The program synthesized a vowel in accordance
with a first and second formant frequency as specified by a mouse click in one of the large
squares. The third formant frequency could be set by clicking in a separate scale, but we
have found that inexperienced subjects usually find the addition of this variable confusing.
Accordingly the frequency of the third formant was determined automatically from the first
two in accordance with an algorithm specified by Broad and Wakita (1977). The fourth
formant was fixed at 3500 Hz. The program produced a vowel with a natural intonation
contour; the mean pitch could be varied, but was kept fixed throughout this experiment.
Once the subject had determined the approximate area for an appropriate vowel quality,
clicking in the Detail button produced a set of smaller squares in that neighborhood (as
shown in the figure), and the subject was asked to make a more precise judgment. On
clicking in the Next button, the formant frequencies of the vowel chosen were recorded in a
log file, and the program displayed a written form of the next vowel to be matched.

In each session subjects were asked to match all ten vowels, which were presented to
them in a random order. Each subject took part in two sessions. The subjects were not very
experienced in the use of computers (most of them had never operated one), nor in performing
perceptual experiments (none of them had ever attempted a similar task), so they required
considerable assistance from the experimenter in performing the task. Nevertheless, the
vowel matches were the subject’s own choice, as the experimenter remained strictly neutral,
carefully avoiding biasing them in any way.

4.2 Results

Ellipses enclosing the vowels selected by the five listeners are shown in Figure 5. There are
clear cut results for only two of the five vowel pairs. For all five listeners, the [+ATR] /e/
and /o/ are higher (i.e. they have a lower F}) than their [-ATR] counterparts. The five
listeners do not behave alike when trying to synthesize any of the other vowels. This may
be because there are no consistent differences in formant frequency in these other pairs of
vowels. The perception results indicate that, with the exception of the mid vowels, formant
frequency alone is a poor indicator of the vowel category for native speakers.
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Figure 4: Display used by subjects and the experimenter when trying to find a match for
the first vowel in mddera ‘he will cook.’
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Figure 5: Formant space of Degema vowels synthesized by 5 listeners.
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5  Summary

This paper began by tracing some of the history of the linguistic investigation of ATR
contrasts in African languages, and discussing Stewart’s original work at some length. The
general nature of the ATR distinction has been shown to be unlike a tense/lax distinction;
Lindau’s characterization of tongue-root advancement as pharyngeal expansion seems to be
a better generalization.

The expected acoustic correlates of pharyngeal expansion/contraction have been dis-
cussed, through consideration of the acoustic properties of the vocal tract and the relevant
actions within. The expected effects, based on both mathematical models and past empirical
results, are the lowering of F) for [+ATR] vowels and a possible difference in vowel spectral
shape, by which we here mean the relative amplitudes (bandwidths) of the formants, between
the two tongue root postures.

In an investigation into the acoustic properties of the ATR contrast in Degema, the
expected difference in Fy was largely confirmed in that all vowel pairs except /o, a/ are
distinguished in this way by most speakers. F, is a much poorer indicator of this kind of
contrast, but the three pairs /o, a/, /e, €/, /o, o/ are distinguished by at least three speakers
each.

A procedure for obtaining a normalized measure of relative formant intensity was de-
scribed. A comparison of corresponding advanced and retracted vowels using the measure
demonstrated that relative formant intensity could distinguish them in 43% of the cases,
but only the vowel pair /o, o/ is distinguished in this way by a majority of speakers. The
articulatory mechanisms which could underly differences in normalized relative formant in-
tensity were discussed; these are thought to be a change in the size of the lip opening, and
a narrowing of a constriction within the vocal tract as a result of tongue root retraction.

A perceptual study was conducted which demonstrates that Degema speakers do not
classify their vowels very well using formant frequencies as the sole acoustic variable. It is
thus suggested that the changes in spectral shape contribute to the overall perception of
the [-ATR] vowels, though the effects are shown to be sporadic. A difference in spectral
shape may be detectable by the Degema speakers, who could listen for a change in relative
formant intensities as was measured here. They may also listen for the formant bandwidths
directly; indications are that both factors should be perceptually salient. The presence of
several acoustic correlates is thought to contribute to the Degema’s ability to distinguish
the ten vowels shown in Figures 1 and 2. The sporadic nature of the correlates may be
compensated for somewhat by the additional constraints on vowel distribution provided by
the ATR harmony system.
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6 Appendix: Statistical analysis

The data in the present study provide something of a challenge for statistical analysis;
speakers 1 and 3 provided eight tokens of each vowel and the remainder provided only four
tokens. While the best-known method for comparing two groups is Student’s t-test (which
is the same thing as an Analysis of Variance for two groups), applying it here would not be
the best choice for a number of reasons. Student’s t-test assumes a normal distribution of
the data and compares the means of the two groups. This procedure is not reliable when
there are departures from normality (which cannot be detected with small sample sizes) or
with skewed distributions since the mean is not a resistant measure of location (i.e. it can
be thrown off by a single datum). Two difficulties can plague t-test results in a case like
this. The first is loss of control over Type I errors; in other words, false significance of small
differences. The second is loss of power (control over Type II errors). When power is lost,
we can obtain limited significance and be led to accept the null hypothesis, when in fact our
alternative hypothesis is the correct one.

As an alternative to the t-test it is often prudent to consider using a measure of location
other than the mean when two groups are being compared. The median, for example, is
much more resistant; it is unaffected by a change in as much as 50% of the data. A problem
still arises with small samples, however; it turns out that tests which explicitly compare
measures of location require a sample size of at least 15 in order to confidently control Type
I errors and power at 5% significance levels (Wilcox 1996). Of particular interest as an
alternative here are methods of comparison based on ranks. The Mann-Whitney-Wilcoxon
test (Mann and Whitney 1947), for example, allows us to test the hypothesis that two groups
have identical distributions without relying on a direct estimate of some measure of location.
The test is theoretically sensitive to differences between the medians, but no estimate of
the median is used (Wilcox 1996). It also allows the computation of an equally important
property revealed by the data, the effect size.

Let P be the probability that an observation randomly sampled from the first group is less
than a randomly sampled observation from the second group. If two groups have identical
distributions, P = 1/2; the Mann-Whitney-Wilcoxon procedure tests an alternative against
the null hypothesis that P = 1/2. One difficulty with the procedure is that it assumes
the two groups have equal shapes and therefore equal variances, a condition that is not
met by our data. As a result, we employ a related but improved procedure that eliminates
this requirement, the Fligner-Policello test (Fligner and Policello IT 1981). Again, the null
hypothesis is Hy : P =1/2. As P approaches 0 or 1, the two-tailed procedure is more likely
to show a significant difference in distributions. According to Wilcox (1996), the Mann-
Whitney-Wilcoxon test (and by extension the Fligner-Policello test) has much higher power
than methods for comparing means like the t-test. The tests were carried out using Minitab
statistics software, and macro procedures written by Wilcox.

We have determined values that indicate the significance of the effect (the familiar p
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values), but these are meaningless without some indication of the importance of the effect
(i.e. its size) and a corresponding interpretation of the significance. The value that is often
used to report significance tells us the chance of being mistaken in accepting our alternative
hypothesis. The Fligner-Policello test enables us to report significance results and draw
conclusions from them as such, and we are also provided with an excellent measure of the
size of the effect, the value of the probability P that is used as a test statistic. In fact, Cliff
(1993) argues for this statistic as an excellent measure of effect size in general.
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Variations and universals in VOT: evidence from 17 endangered languages

Taehong Cho and Peter Ladefoged

Voice Onset Time (VOT) is known to vary with the place of articulation.
For any given place of articulation there are also differences from one
language to another. Using data from multiple speakers of 17 languages,
all of which were recorded and analyzed in the same way, we show that
most, but not all, of the within language place of articulation variation can
be described by universally applicable phonetic rules (although the
physiological bases for these rules are not entirely clear). The between
language variation is also largely (but not entirely) predictable by
assuming that languages choose one of three possibilities for the degree of
aspiration of voiceless stops. Some languages, however, have VOTs that
are markedly different from the generally observed values. The phonetic
output of a grammar has to contain language specific components to
account for these results.

1. Introduction

When a pattern recurs in hundreds of languages it may seem inevitable. For
example, many phoneticians have noticed that vowels are usually longer before voiced
than before voiceless stops (Halle and Stevens 1967, Chen 1970, Lisker 1974, Maddieson
and Gandour 1977, Maddieson 1997, inter alia). It is also a common observation that
high vowels in stressed monosyllables are shorter than low vowels in comparable
syllables (Lindblom 1967, Lehiste 1970, Lisker 1974, Westbury and Keating 1980,
Maddieson 1997). But neither of these patterns is inevitable. A language that at one
time had a contrast between long and short vowels, could lose this possibility and keep
just the long high vowels and the short low vowels. A language of this kind might be
slightly more difficult to learn, but it would not be impossible.

There are, however, other kinds of phonetic events that have inevitable
consequences. Whenever the tongue goes from a raised position in the front of the
mouth to a low position in the back, the frequency of the first formant will go up and
that of the second formant will go down. Similarly, if there is no compensatory
adjustment, stretching the vibrating vocal folds will always raise the pitch of a voiced
sound. Again, other things being equal, whenever a contraction of the internal
intercostal muscles occurs to produce a stressed syllable, then the syllable will have a
higher pitch and an increase in loudness.

In discussing phonetic universals we should keep these two kinds of phonetic
events distinct. It is physically impossible to move the tongue from a high front to a
low back position without raising F1 and lowering F2. Itis perfectly possible to reverse
the usual vowel length differences between high and low vowels, although the resulting
gestures may be more difficult to make. In this paper we will discuss variations in VOT
(Voice Onset Timing), and try to show which if any of them are inevitable consequences
of some physiological adjustment, and which are simply the most favored (perhaps the
easiest) articulatory gestures.
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It is well known that VOT varies with place of articulation. The principal findings
are that: (1) the further back the closure, the longer the VOT (Fischer-Jorgensen 1954,
Peterson and Lehiste 1960); (2) the more extended the contact area, the longer the VOT
(Stevens, Keyser and Kawasaki 1986); (3) the faster the movement of the articulator, the
shorter the VOT (Hardcastle 1973). These patterns can be observed in Lisker and
Abramson's (1964) classic cross-linguistic study of VOT — although they themselves
did not go into detail concerning variations of VOT conditioned by place of articulation.
Tables 1 and 2 show that, in their data, velar stops always have a longer VOT.
Furthermore, in both aspirated and unaspirated stops, VOT is shortest before bilabial
stops and intermediate before alveolar stops, with the exception of the unaspirated
stops in Tamil and the aspirated stops in Eastern Armenian.

Table 1. Summary of VOT (ms) in unaspirated stops reported by Lisker and

Abramson (1964)
Dutch Puerto Hungarian | Cantonese | Eastern Korean Tamil
Rican Armenian
Spanish
/p/ 10 4 2 9 3 18 12
/t/ 15 9 16 14 15 25 8
/k/ 25 29 29 34 30 47 24
Table 2. Summary of VOT (ms) in aspirated stops reported by Lisker and
Abramson (1964)
Cantonese English Eastern Armenian Korean
/ph/ 77 58 78 91
/th/ 75 70 59 94
/kh/ 87 80 98 126

In early forms of generative phonology, such patterns were considered to be
attributable to low level (automatic) phonetic implementation rules, constrained by
physiological (biomechanical) factors, and thus not a necessary part of the grammar of
any one language. This is the view expressed by Chomsky and Halle (1968) in the
Sound Pattern of English (SPE). In SPE, for any given language, once binary features
have been converted into scalar featural values, the physical output is completely
determined by universal phonetic implementation rules.

It has been known for many years that the SPE view is not completely correct,
and that there are language specific phonetic rules which must be part of the grammar
of each language (Pierrehumbert 1980, 1990; Keating 1984, 1985, 1990; Cohn 1993 among
others). In particular, Keating (1985) convincingly shows that three assumed phonetic
universals, intrinsic vowel duration, extrinsic vowel duration, and voicing timing, are
not automatic results of speech physiology. They are not universal attributes of sounds,
but are at least in part determined by language specific rules. Keating did not have data
available that would have enabled her to asses the extent to which variations in VOT
were due to language specific factors as opposed to universal physiological or
aerodynamic principles. We will survey the VOT variations in 17 languages, and try to
assess these factors.
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In order to see if place dependent VOT patterns found in any given language fall
out from the physiological-aerodynamic factors, we will first discuss the commonly
assumed explanations for these variations. Next, in section 2, we will survey VOT data
from 17 languages, all of which were recorded and analyzed in the same way. Finally,
in section 3, we will consider the significance of the data summarized in this survey.
We will discuss the place of timing rules for VOT patterns within the grammar of a
given language, and we will also address the issue of whether there is a point in the
continuum of VOT distinguishing voiceless unaspirated from voiceless aspirated stops.

1.2. Explanations of VOT patterns

There have been several explanations in the literature for the voice onset
differences found in the studies reported above. These explanations depend on a
number of factors, including general laws of aerodynamics, articulatory movement
velocity and differences in the mass of the articulators. In addition, there is an
alternative analysis that suggests there is a temporal adjustment between the closure
duration and the VOT (Weismer 1980, Maddieson 1997).

General laws of aerodynamics

Many phoneticians (cf. Hardcastle 1973, Maddieson 1997) have suggested that
one of the factors which contribute to the voice onset differences is the relative size of
the supraglottal cavity behind the point of constriction. There are two ways of
considering this. Firstly, the cavity behind the velar stop has a smaller volume than that
behind the alveolar or bilabial stops. Secondly, the cavity in front of the velar stop has a
larger volume than that in front of the alveolar or bilabial stops.

In order to produce voicing there needs to be a difference in air pressure across
the vocal folds (van den Berg 1958). If the air in the oral cavity is at a pressure similar to
that below the vocal folds, there cannot be airflow between them and they will not
vibrate. From the first point of view, the notion that the cavity behind the velar stop has
a smaller volume than that behind the alveolar or bilabial stops, it may follow that the
velar stop has a greater pressure behind it at the beginning of the release phase. The air
in the lungs and the vocal tract has to be considered as a single volume, which is smaller
in a velar stop than it is in an alveolar or bilabial stop. During an utterance, the air is
compressed by the action of the respiratory muscles. If the volume being compressed is
small, a given reduction in size will produce a greater increase in pressure. As a result
the air pressure in the vocal tract may be higher for a velar stop. (We should note that
this is an unverified hypothesis. Although there have been many measurements of the
pressure of the air in the vocal tract, we do not know of any that report systematically
higher pressures for velars.) If the oral air pressure is higher for a velar stop, it will take
longer for it to fall and allow an adequate transglottal pressure for the initiation of the
vocal fold vibration.

The second point of view considers the fact that there is a larger body of air in
front of the velar stop. This body of contained air will act like a mass that has to be
moved before the compressed air behind the velar closure can be released into the open
air. Irrespective of whether there is or is not a higher air pressure behind velar closures,
the drop in the pressure of the air in the vocal tract will be slower for velars. As a result
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it will take relatively more time to attain the crucial transglottal pressure difference
required to initiate voicing.

Movement of articulators

In addition to noting the effect of differences in the relative size of the
- supraglottal cavities, Hardcastle (1973) also postulates that the voice onset difference
can be due in part to the fact that the tip of the tongue and the lips move faster than the
back of the tongue. This notion is supported by a cineradiographic study of VC and CV
articulatory velocities by Kuehn and Moll (1976), who report that the articulatory
movement is fastest for the tongue tip, intermediate for the lower lip, and slowest for
the tongue body. This may be partly due to the relative masses of the articulators
involved; the tongue tip is smaller and lighter than the lips or the body of the tongue. It
is also due to the fact that jaw movements affect lip and tongue movements in different
ways; tongue dorsum movement is least affected by jaw movement, while lower lip
movement is accelerated by jaw movement.

In line with this latter point, Maddieson (1997) suggests that one of the reasons
for the difference in VOT between English stops /p/ and /k/ is the distance from the
pivot point of the jaw rotation. A schematized representation of the effect of jaw
rotation is shown in Figure 1. As illustrated in the figure, because the pivot of jaw
rotation is further from the lip than the tongue body, the movement of the lower lip will
be greater than that of the tongue body for a given angular motion of the jaw (see also
Vatikotis-Bateson and Ostry 1995). When the articulator is the lower lip, the
compressed air behind the constriction escapes at a faster rate, resulting in a shorter
time before building up an appropriate transglottal pressure for the initiation of voicing.

tongue body
20°

E pivot point of the rotation

Figure 1. Schematic representation of the effect of jaw rotation. A 20 degree shift
in jaw angle separates the lips apart more than the tongue back and velum.

o wet wp

)

Vertical Movement of the Jaw

As Maddieson (1997) notes, this explanation does not account fully for the place-
related difference in VOTs between bilabial and alveolar stops. Recall that Kuehn and
Moll (1976) report that the tongue tip moves faster than the lower lip. If the articulatory
velocity is the primary physiological factor for the voice onset difference, we would
expect that the VOT would be shorter for apical alveolar stops than for either bilabials
or velars, which is not the general finding. This suggests there may be some other
factors accounting for the place-related voice onset difference.
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The extent of articulatory contact
The VOT variations can also be partly accounted for in terms of the extent of the

contact area between the articulators. As velar stops are produced with a constriction
between the rounded upper body of the tongue (the dorsum) and the similarly rounded
soft palate, the contact area is more extended than that in bilabial and alveolar stops.
There is a similar difference in contact length between laminal and apical stops which
almost always accompanies dental vs. alveolar stop contrasts (Ladefoged and
Maddieson, 1996). In general, stops with a more extended articulatory contact have a
longer VOT.

Stevens (in press) provides an aerodynamic explanation for these differences.
His main point is that the rate of change in intraoral pressure following the release
depends on the rate of increase in cross-sectional area at the constriction. This is
significantly different for different places of articulation, primarily due to the
differences in the extent of articulatory contact. When there is a long narrow
constriction the Bernoullli effect causes the articulators forming the constriction to be
sucked together. Because the velar stop has extensive contact between the tongue body
and the palate, there is a larger Bernoulli force so that the change in cross-sectional area
is relatively slow compared with that for the bilabial or alveolar stops. Consequently,
the decrease in intraoral pressure after the closure is gradual for the velar and rapid for
the bilabial. Stevens’ aerodynamic data show that the volume velocity of airflow at
both the constriction and the glottis increases roughly in proportion to the rate of the
decrease in intraoral pressure for the first 50 ms immediately following the release of
the closure. Schematized curves of airflow and intraoral pressure at the release of
voiceless stops appear in Figure 2.

labial airflow peak

Airflow (cm 3 /s)

Labial

Intraoral Pressure

Time From Stop Release

Figure 2. Schematized curves of airflow and intraoral pressure at the release of voiceless
stops, based on data in Stevens (in press).
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The timing of the vocal folds vibration is determined by the two inter-related
aerodynamic factors shown in the figure: (1) the rate of decrease in intraoral pressure
and (2) the rate of increase in volume velocity of the airflow. In his discussion of these
relationships Stevens was not concerned with differences in laminality. He noted that
alveolar stops can be considered to be produced at an intermediate rate of change of
both the intraoral pressure and the volume velocity of airflow, assuming that the
alveolar contact area is longer than the bilabial, but shorter than the velar.

Change of glottal opening area

In addition to the factors described above, Stevens (in press) ascribes differences
in VOT among voiceless aspirated stops to the different degrees of glottal opening area
that accompany the different places of articulation. For the aspirated stops, the glottis is
already open well before the release to allow for aspiration. After the release this glottal
opening must be reduced to reach approximately 0.12 cm? in order to initiate vocal fold
vibration. Stevens suggests that the glottal opening area after the release will decrease
less rapidly for the velar than for the alveolar or for the labial stop because the intraoral
pressure for the velar stop drops more slowly. A build-up of intraoral pressure induces
an outward displacement (i.e. abduction forces) on the glottal folds (as well as on the
walls of the vocal tract). In addition, during the closure interval the stiffness of the
walls of both the glottis and the vocal tract is increased, presumably to counteract the
increased intraoral pressure. The decrease of intraoral pressure immediately following
the release causes an inward force of the walls of the glottal folds, coupled with a
corresponding relaxation of the stiffness. However, the stiffness is still preserved to
some degree, thus inhibiting the vibration of vocal folds immediately following the
release. On the basis of these assumptions, Stevens posits that the glottal area decreases
somewhat more rapidly following the release of bilabial or alveolar stops than for the
velar stops, since the decrease in intraoral pressure following the release of the bilabial
or the alveolar stop is more rapid, and there is a more rapid formation of the adduction
forces along with a more rapid relaxation of the stiffness. Thus, the voice onset occurs
somewhat earlier for a labial or alveolar than for a velar voiceless aspirated stop.

Temporal Adjustment between stop closure duration and VOT.

The stop closure duration for bilabial stops is, in general, longer than that of
either alveolar or velar stops, which may be due to different degrees of the air pressure
in the cavity behind the constriction (Maddieson 1997). We already noted that a smaller
cavity behind the constriction will cause a more rapid build-up of the intraoral air
pressure, reaching equity with supraglottal air pressure in a relatively shorter time.
Based upon this aerodynamic principle and results of an experiment by Ohala and
Riordan (1979), Maddieson (1997:630) posits that “if the consonant gesture is timed in
some way that directly relates to the time of the pressure peak, then broadly speaking,
the further back in the oral cavity a stop closure is formed, the shorter its acoustic
closure duration will be.” This provides an inverse relationship between the closure
duration and the observed VOT variation. Weismer (1980) reports that for word initial
English /p/ and /k/, the interval from the onset of the stop closure to the voice onset is
the same. Based upon this result and other evidence cited by Weismer, Maddieson
(1997) suggests another possible alternative account of the place-dependent VOT:
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“There is an abduction-adduction cycle of the vocal cords for voiceless stops which is
longer in duration than the closure and has a constant time course, anchored to the
onset of closure (p. 621).” In other words, the duration of the vocal fold opening is
considered to be fixed, and when the closure duration is relatively longer, the following
VOT becomes relatively shorter (and vice versa). Figure 3 is a schematic representation
from Maddieson (1997:622) showing this relationship. Umeda (1977) and Lisker and
Abramson (1964) also discuss the same type of durational relationship between closure
and aspiration.

Duration of vocal fold opening
Bilabial : Closure | Aspiration
Velar Closure | Aspiration

Figure 3. Schematic representation of place differences in aspirated stops
from constant vocal fold abduction plus different closure duration. (From
Maddieson, 1997:622).

Summary of reported causes of VOT variations due to place of articulation
In summary, the literature indicates that the following

physiological /aerodynamic characteristics account, to some extent, for the variations of

VOT associated with a difference in place of articulation.

(1) The volume of the cavity behind the point of constriction.
The relatively smaller volume of the supralaryngeal cavity in velar stops causes a
greater pressure, which will take longer to fall and allow an adequate transglottal
pressure for the initiation of the vocal folds vibration.

(2) The volume of the cavity in front of the point of constriction.
The relatively greater mass of the contained air in front of velar stops causes a
greater obstruction to the release of the pressure behind the velar stop, so that this
pressure will take longer to fall, resulting in a greater delay in producing an
adequate transglottal pressure.

(3) Movement of Articulators.
A faster articulatory velocity (e.g. the movement of the lower lip as compared to
the tongue dorsum) allows a more rapid decrease in the pressure behind the
closure and thus a shorter time before building up an appropriate transglottal
pressure.

(4) Extent of articulatory contact area.
The more extended contact area in laminal dental and velar stops results in a
slower release because of the Bernoulli effect pulling the articulators together.
Because the articulators come apart more slowly there is a longer time before an
appropriate transglottal pressure is produced.

(5) Change of glottal opening area (for voiceless aspirated stops).
The glottal opening area after the release will decrease less rapidly for the velar
than for the alveolar or labial because the intraoral pressure drops more slowly for
the velar.
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(6) Temporal adjustment between closure duration and VOT.
There is a trade-off between the closure duration and the VOT so that there is a
fixed duration of vocal fold opening.

Characteristics (1) — (4) hold better for unaspirated or slightly aspirated stops.
They are based on a general principle of aerodynamics: objects such as the vocal folds
will vibrate only when there is a sufficient pressure difference across them, and
sufficient flow between them. This principle holds, however, only if the vocal folds are
adducted so that they are in a suitable position to vibrate. In the case of aspirated stops
this does not occur for a considerable period after the release. Place effects on the
transglottal pressure occur in the first few milliseconds after release. Even for velar
stops the tongue body is expected to have lowered 4 to 5 mm by 50 ms after the release
(Maddieson 1997). It is therefore unlikely that in any aspirated stop the supraglottal
pressure will be high enough to affect the voicing initiation more than 50 ms after the
release when the vocal folds are sufficiently adducted.

On the other hand, (5) will hold for aspirated stops, and (6) will hold for both
unaspirated and aspirated stops. The characteristics in (5) explain, though indirectly,
why the vibration of the vocal folds are suppressed even after the adequate transglottal
pressure is attained. Recall that the stiffness in walls of both vocal folds and vocal tract
are maintained to some degree following the release, which presumably inhibits the
vocal fold vibration (Stevens, in press). The explanation in (6) also seems to account
better for the variation of the aspirated stops. It depends on notions of speech timing
rather than any aspect of the aerodynamic mechanism varying with different places of
articulation.

2. VOT variations in 17 endangered languages

To discuss the factors underlying variations in VOT we need a body of data from
a number of widely different languages, all of which have been collected and analyzed
in the same way. Without such controls it is possible that any observed differences
between languages may be due to the procedures used to obtain the data. The UCLA
endangered languages project provided a suitable body of data. In this project all the
recordings of endangered languages were made in the field in a standardized way by
one or other of the two Principal Investigators, Peter Ladefoged and Ian Maddieson,
with the exception of the Tiwi and the Hupa data, which were recorded by Victoria
Anderson and Mathew Gordon, respectively, graduate student members of the UCLA
Phonetics Lab. The recorded material always included lists of words illustrating the
segmental contrasts in each language in various contexts. In this paper we are
concerned only with the recordings of voiceless unaspirated and voiceless aspirated
stops which were always recorded in initial position in contrasting words before a low
vowel of the a type. (Contrasts before other vowels such as i were also recorded, but
will not be considered here as the vowels differed from language to language. For
similar reasons, contrasts that were elicited in sentences rather than as citation forms
will nor be considered.) In all cases several speakers of each language were recorded
(the exact number for each language is given in the tables below), all of them being
adult native speakers who used the language in their daily life. The recordings were
made on high quality equipment as described by Ladefoged (1997). They were
analyzed in the UCLA Phonetics lab by Graduate Research Assistants working under

25



the direct supervision of the Principal Investigators. In all cases the analysis procedure
provided for observation of the waveform and spectrogram of each utterance, usually
by means of the Kay CSL system. VOT was measured as the interval between cursors
placed at the onset of release (the final release, if there was more than one) and the first
complete vibration of the vocal folds as indicated on the waveform.

Greater control could have been taken, in that no special instructions were given
to subjects concerning rate of speech, which was usually that of a typical fieldwork
elicitation session in which citation forms are being repeated. The lack of such controls
is unlikely to have biased our results. Although we cannot establish it by a rigorous
procedure, we believe that the overall differences between languages that emerged are
not artifacts of the different circumstances in which the recordings were made. It seems
to us, for example, that the longer VOTs recorded in Navajo are a characteristic of that
language and not due to a procedural artifact. We should also note that most of the
languages investigated are moribund (Navajo is not; it is still spoken by children as a
first language), but they are no different from any other languages in respect to their
general phonetic structures. They are in danger of dying because of external
circumstances forced upon the speakers, not for any internal linguistic reason.

In this paper we will consider only the mean VOT as reported in the papers
published on each language. For further details on the speakers and more detailed
statistical analyses the individual papers should be consulted.

2.1 Languages investigated

1. Banawd (Ladefoged, Ladefoged, and Everett 1997)

Banaw4d is an Arawan language, spoken by about 75 speakers in the rain forest of
northern Brazil (Ladefoged et al., 1997). There are fully voiced stops at three places of
articulation, bilabial, dental and palatal, but voiceless unaspirated stops at only two
places of articulation, dental and velar.

2, Wari’ (MacEachern, Kern, and Ladefoged 1997)

Wari’ is spoken along the Pacaas Novas river in Western Rondonia, Brazil by
about 1300 speakers (Everett and Kern in press). It is categorized as a Chapacuran,
Madeira language and is described as an isolate (Grimes 1988). In addition to bilabial,
dental and velar stops, there are also labialized velar stops.

3. Tsou (Wright and Ladefoged, 1994)

Tsou is an Austronesian language, spoken on Alishan in Central Taiwan by
about 3000 people. Unaspirated stops occur at four places of articulation, bilabial,
alveolar, velar, and glottal (Tung 1964, Wright and Ladefoged 1994). We do not have
any data on the VOT after glottal stops.

4. Defaka (Shryock, Ladefoged and Williamson 1995)

Defaka is an Jjoid language belonging to the Atlantic-Congo group of the Niger-
Congo family. Voiceless unaspirated stops occur at three places of articulation: bilabial,
alveolar, and velar.

5, (Western) Apache (Potter, Dawson, de Reuse, and Ladefoged to appear)

Western Apache is an Athabaskan language, spoken by about 15,000 speakers
who live on the San Carlos and White Mountain Reservations in Arizona (Potter et al,.
to appear). Aspirated and unaspirated pulmonic stops occur at three places of
articulations: bilabial, alveolar and velar. As the aspirated bilabial stops can be found in
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only a few words, many of which are clearly loan words, they are not included in this
analysis.
6. Navajo (McDonough and Ladefoged 1993)

Navajo is an Athabaskan language, closely related to Apache. It is spoken by a
large number of people on the Navajo reservation and in surrounding areas. It is not an
endangered language, but it is included in this survey as it was investigated using the
same protocol as was used for the endangered languages. Navajo stops can be divided
into two groups: affricates and non-affricates. There are three places of articulation, at
each of which aspirated and unaspirated stops occur along with glottalized (ejective)
stops (which will be discussed separately).

7. Khonoma Angami (Blankenship, Ladefoged, Bhaskararao and Chase 1993)

Khonoma Angami is one of the smaller dialects of Angami, a Tibeto-Burman
languages spoken in the Naga Hills in the northeastern parts of India (Blankenship et
al., 1993). In the Khonoma dialect, there are unaspirated and aspirated bilabial, dental
and velar stops.

8. Toda (Shalev, Ladefoged and Bhaskararao 1993)

Toda is a Dravidian language spoken by about 1,000 people in the Nilgiri Hills in
Southern India (Shalev, Ladefoged and Bhaskararao 1993). In addition to bilabial and
velar stops, there are three coronal stops: a dental stop made with the blade of the
tongue contacting the teeth and the front part of the alveolar ridge, an alveolar stop
made with the tip of the tongue contacting the center of the alveolar ridge, and a
retroflex stop in which the underside of the tongue curls up and back to make post-
alveolar contact. (Ladefoged and Maddieson 1996).

9. Tiwi (Anderson and Maddieson 1994)

Tiwi is a language spoken by the indigenous people of Bathhurst and Melville
Islands in the Northern Territory of Australia (Anderson and Maddieson 1994). The
data for this language are restricted to the four stops in the coronal region. The first two
of these are similar to the laminal dental and apical alveolar stops in Toda described
above. The Tiwi retroflex stop differs from that in Toda in that it is the tip rather than
the underside of the tongue that is used in the articulation. The final stop in this region
is a laminal palatal. We do not have data on the velar and labial stops.

10. Dahalo (Maddieson, Spajic, Sands and Ladefoged 1993)

Dahalo is a Cushitic language, one of the branches of the large Afro-Asiatic
language family, spoken by a small population in the northern coastal area of Kenya.
There are bilabial, dental, alveolar, and velar stops (as well as epiglottal and glottal
stops which we will not consider here). The palatographic study reported by
Maddieson et al. (1993) shows that the dental stop is laminal while the alveolar stop is
apical.

11. Jalapa Mazatec (Silverman, Blankenship, Kirk and Ladefoged 1994)

Jalapa Mazatec is a language of the Popolocan branch of the Otomanguean
language family (Gudschinsky 1958, Grimes 1988). It is spoken in Mexico by
approximately 125,000 people in northeastern Oaxaca, in southern Puebla and in
western Veracruz (Silverman, et al., 1994). The language is endangered in the sense that
it is changing rapidly due to the influence of Spanish. Many distinctions are no longer
made by younger speakers. Stops occur at three places of articulation: bilabial, dental
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and velar; there are also dental and palatal affricates not considered here. Bilabial stops
occur only in loan-words.
12. Montana Salish (Flemming, Ladefoged, Thomason 1994)

Montana Salish is an Interior Salishan language, spoken on the Flathead
reservation in Northwest Montana by approximately 70 speakers (Flemming et al.
(1994). Excluding the affricates, Montana Salish stops occur at four places of
articulation, bilabial, alveolar, velar and uvular. At each of these places there is a
voiceless unaspirated stop (and an ejective, which we will discuss separately).

13. Eastern Aleut
14, Western Aleut (Cho, Ladefoged, Dirks and Taff, forthcoming)

Eastern Aleut is the language of the peoples of the Pribilof Islands, in the Bering
Sea; Western Aleut is spoken in the nearby Aleutian Islands. The two languages might
be considered simply as different dialects; they do, however, have substantial
phonological and other differences. There are alveolar, velar and uvular stops in both
forms of Aleut. Bilabial stops occur only in loan words.

15, Hupa (Gordon 1996)

Hupa is an Athabaskan language spoken by less than 100 speakers who live on
the Hoopa Valley Indian reservation, near Eureka, northwest California. There are
bilabial, denti-alveolar, velar and uvular unaspirated stops, but aspirated stops occur
only in the denti-alveolar and the velar regions. There are also ejectives at the same
places of articulation as the unaspirated stops.

16. Tlingit (Maddieson, Bessell, and Smith 1996)

Tlingit is the indigenous language spoken by the people in most of the islands of
the Alexander archipelago and in contiguous parts of the North American mainland.
The best estimate of the population is about 2000 at most (Krauss 1979, cited by
Maddieson et al. 1996). Tlingit has alveolar, velar and uvular stops, but no labial stops.
There are also glottalized (ejective) stops in the same places of articulation .

17. Yapese (Maddieson 1997)

Yapese is a language spoken by about about 8000 people in the island cluster of
Yap in the Western Pacific. It is an Austronesian language, but its precise place within
the family is quite controversial (e.g. Ross 1995, cited by Maddieson 1997). Yapese is
specially interesting for the phoneticians becuase it has a large number of glottalized
consonants in its inventory of sounds, including stops, fricatives, nasals, and contral
and lateral approximants.

2.2 VOT data

The mean VOT (ms) of the stops in the 17 languages is shown in Table 3. When a
language contrasts unaspirated and aspirated stops, the latter are shown in a second
line. As noted in the description of the individual languages, Wari” has plain and
labialized velar stops, the latter being shown as the second entry in the velar column.
The data for Tiwi bilabial and velar stops are not available in our sources; the mean
VOT of Tiwi laminal palatal stops is shown in the velar column.

The first point to note is that, with the exception of language 10, Dahalo, velar
stops have the longest VOTs in all of the 12 languages that do not have contrasts
between velar and uvular stops; and in the remaining five languages either velars or
uvulars have the longest VOT. Even Dahalo follows this trend if we disregard the
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alveolar stops. At first glance, disregarding the unusual pattern of Dahalo VOT values
may seem problematic. In post-hoc analyses of a one-factor ANOVA of Dahalo the
alveolar stops were significantly different from all the others (p < .01). Mean VOT for
the alveolar stops is 275 % and 157 % of that for the dental and the velar stops
respectively. These differences cannot be accounted for by the aerodynamic
characteristics that we have described so far. The volume of the cavity behind the
constriction must be less for the alveolar than for the velar stops. Furthermore, the fact
that a palatographic study showed that the dental stop is laminal while the alveolar stop
is apical would lead to the expectation that the laminal dental would be produced with
a longer VOT than that of the apical alveolar, as was the case in the articulatory and
acoustic study of English, French, Malayalam, and ‘O’odham by Dart (1991).
Maddieson et al. (1993) note that Dahalo alveolar stops are distinguished from the other
stops by their relatively long friction and aspiration duration, which serve as significant
cues. It seems that Dahalo speakers have simply chosen to use a slower articulatory
velocity for the alveolar stop than for the velars and as a result have a longer VOT for
their alveolar stops. If we disregard the Dahalo alveolar stops because of their
affrication, then it is true that velar or uvular stops always have the longest VOTs.

Table 3. Mean VOT (ms) of the stops in 17 languages studied in the UCLA
endangered languages project .

Language (speakers) bilabial| dental | alveolar | retroflex | velar | uvular
1. |Banawa (5) 22 44
2. |Wari’ (10) 19 26 50 - 58
3. |Tsou (13) 11 17 28
4. |Defaka (6) 18 20 30
5. |Western Apache (8) 13 15 31
Western Apache (aspirated) 58 80
6. [Navajo (7) 12 6 45
Navajo (aspirated) 130 154
7.  |Khonoma Angami (6) 10 9 20
Khonoma Angami (aspirated) 83 55 91
8. |Toda (13) 17 22 25 12 28
9. |Tiwi (5) - 20 25 7 36
10. [Dahalo (3) 20 15 42 27
11. |Jalapa Mazatec (6) 11 23
Jalapa Mazatec (aspirated) 63 80
12. |Montana Salish (5) 22 24 48 55
13. |Eastern Aleut (13) 59 75 78
14. |Western Aleut (11) 76 95 92
15. |Hupa (3) 11 16 44 27
Hupa (aspirated) 82 84
16. |Tlingit (4) 18 28 30
Tlingit (aspirated) 120 128 128
17. |Yapese 20 22 56
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Figure 4 presents the data in Table 3 in another way, grouping all the aspirated
consonants together, and neglecting the Dahalo alveolar stops. Some of the differences
are small and, in the cases in which the language names are parenthesized, are probably
not significant (our sources do not always provide statistical analyses); but all the
differences are in the same direction.

An interesting point that emerges from the data in Table 3 and Figure 4 is the
similarity of VOT differences due to place of articulation in aspirated and unaspirated
stops. The difference between unaspirated velar or uvular stops and unaspirated
bilabial or coronal stops is very similar to the difference between aspirated velar or
uvular stops and aspirated bilabial or coronal stops. The mean for the difference
between the unaspirated stops is 20.9 ms and that for the aspirated stops is 18.2 ms. In
four out of the 6 languages that have an aspirated — unaspirated contrast the difference
is greater for the unaspirated stops, but two languages make greater place differences
among the aspirated stops. Even Navajo, which has aspirated stops with an
exceptionally long VOT, has longer VOTs for velar aspirated stops than for alveolar
aspirated stops. From a physiological or aerodynamic point of view, there must be two
different explanations for this coincidence. Any appeal to the aerodynamic conditions
shortly after the release can apply to unaspirated stops, but not to aspirated stops
(certainly not the Navajo stops); and any explanation that considers the special
characteristics of aspirated stops cannot apply to unaspirated stops.
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Figure 4. The difference (ms) between the VOT for the velar or uvular
stop (whichever has the longest VOT) and the bilabial or coronal stop
(whichever is the longer) in the 17 languages investigated.

Figures 5 and 6 show that the range of VOTs associated with dental stops
overlaps with that of alveolar stops. The volume of air behind the closure is much the
same in the laminal dentals and the apical alveolars, Accordingly, the laminal dentals
(which have a more extended contact area) might have been expected to have a slower
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release, and hence a significantly longer VOT. But it seems that the length of the contact
is not an important source of differences in VOT for the coronal stops in these
languages.

In both of the languages that contrast dental, alveolar and retroflex stops, the
VOT is significantly shorter for the retroflex stops (p < .01). It is not just the place of
articulation, but also the movements of the articulators that are important in
considering the aerodynamic conditions. Shalev, et al. (1993) pointed out that in the
Toda retroflex stops the forward movement of the tongue tip and blade during the
release draws air upward from the pharynx, which effectively lowers the
supralaryngeal pressure. The same explanation applies in Tiwi.
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Figure 5. VOTs (ms) for the unaspirated coronal stops. (The Dahalo
alveolar stops, which have anomalous VOTs, have been omitted.)

140
1[0 dental
100 | alveolar
50
0
< = < = = o= ke)
(ms) EE £ B £ E 8§ ¢
S oo I = < < T N < =]
= =~ = -8 . Z
g{ < m 2
i 5 =

Figure 6. VOTs (ms) for the aspirated coronal stops.

We will now consider the relation between bilabial stops and coronal stops.
Many of the languages investigated do not have bilabial stops, and accordingly we are
left with only 10 languages to compare as shown in Figure 7. We have omitted the
retroflex stops in this comparison because of the special aerodynamic conditions which
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apply to them. In three cases, Khonoma Angami, Navajo and Dahalo, the coronal stops
have a shorter VOT, but in the other 8 languages there is some evidence for the
prediction that the further back the articulation the longer the VOT. We do not have
data for a full statistical comparison of the significance of these differences, but the
mixed nature of these results shows that the situation is complicated and that more than
the position of the constriction in the vocal tract has to be considered. Presumably the
way in which the articulators are moved differs among these languages, and these
movements affect the aerodynamic conditions in much the same way as in the case of
the retroflex stops, but to a lesser extent. It is also possible that different languages have
different contact lengths for alveolar stops that have been categorized as apical alveolar.
Alveolar stops in languages such as Khonoma Angami or Navajo may be produced
with a relatively short length of apical contact, which presumably induces a relatively
rapid change in intraoral pressure immediately following the release. This assumption
remains to be corroborated by palatograms and linguograms of languages in which
VOT is consistently shorter for alveolar stops than for bilabial stops. It could be that
there is an articulatory/aerodynamic explanation of the VOT variations in these
languages; but it does not depend simply on the place of articulation. The movements
of the articulator must also be specified. We should also note that it has been reported
that in many languages the difference in VOT between bilabial and alveolar stops is not
significant, or shows substantial overlapping (e.g., Cho 1996, Silva 1992, Abramson and
Lisker 1971, Lisker and Abramson 1964).
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Figure 7. VOT (ms) for bilabial stops contrasted with dental or alveolar
stops. In languages with both dental and alveolar stops, the one wth the
shorter VOT is shown.

The differences in VOT between velars and uvulars in languages that contrast
these two types of sounds are shown in Figure 8. There is little consistency in these
data. The only statistically significant difference is between the velar and uvular
unaspirated stops in Hupa, where VOT is shorter for uvular than for velar stops. In
accounting for the inconsistent variations between velar and uvular stops, we suggest
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that although the volume of the cavity behind the constriction is smaller for uvulars
than for velars, the uvular stop might be produced by a constriction with relatively
shorter contact. The first of these two factors might result in a shorter VOT for velars,
and the second in a shorter VOT for uvulars. The trade off between these two factors
apparently varies from language to language.
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Figure 8. VOTs (ms) for velar and uvular stops.

2.5 Ejectives

The data for the VOTs in languages with ejectives are interesting, in that the
aerodynamic conditions associated with these sounds are different from the conditions
that occur in plosives. Ejectives are produced with a glottic airstream mechanism in
which the air in pharyngeal cavity is compressed by the upward movement of the
closed glottis (Ladefoged 1993:138). The same articulators are involved in the
production of ejectives as in plosives, but at the time of the articulatory release the vocal
folds are pressed tightly together and above their usual position, rather than being
potentially in a position such that voicing might occur given an appropriate transglottal
pressure drop. Table 4 shows a summary of the mean VOTs for the six languages in
our data set that have eectives. Among these languages, only Yapese has regularly
contrasting bilabial ejectives.

Table 4. Voice onset time (ms) for ejectives in six languages.

# of speakers bilabial alveolar velar uvular
Montana Salish 5 65 86 81
Navajo 7 108 94
Apache 8 46 60
Yapese 3 60 64 78
Tlingit 4 95 84 117
Hupa 3 93 80 89

The mean VOTs for velar ejectives are longer than those for the alveolar ejectives
in three of these languages, Salish, Apache, and Yapese. In Navajo, Tlingit and Hupa,
however, the mean VOTs for velars are shorter than those for alveolars; these three
languages also did not have a significant difference between velar and coronal aspirated
stops, although for these apirated stops the velars were slightly longer than the dentals.
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VOTs in uvulars show irregular patterns: in Tlingit, VOT is longest for uvular ejectives,
but in Salish and Hupa uvulars are intermediate between the other two stops. At the
moment we do not know if there is a physiological mechanism that accounts for the
effect of the place on VOT in the production of ejectives. The irregularities in VOTs
found in these six languages may be due partly to a differences among the languages in
the degree of the upward movement of the closed glottis. Another possibility is that
there may be a different timing between the oral release and the glottal release in
different languages. There are also major differences in the data for Apache and Navajo
in Table 4. Stops in these languages have very different VOTs, although they are closely
related languages belonging to the same language group, southern Athabaskan. Mean
VOTs for alveolar and velar in Navajo are about 234% and 156% of those in Apache.

Unaspirated vs. aspirated stops
Languages differ in the values of VOT that they choose as the basic value for an

unaspirated or an aspirated stop. Let us consider for the moment just the velar stops in
these 17 languages. Figure 9 shows the complete set of values for both aspirated and
unaspirated velar stops, a total of 22 mean values. It would be possible to draw an
arbitrary line at, say, 50 ms, and suggest that this separates aspirated from unaspirated
stops. But it is not at all clear that there are just two phonetic categories from which
languages can choose. The data do not lend themselves to a statistical clumping
procedure, but it would certainly be plausible to say that there are four phonetic
categories, one around 30 ms representing unaspirated stops, another around 50 ms for
slightly aspirated stops, a third for aspirated stops at around 90 ms, and a fourth for the

highly aspirated stops of Tlingit and Navajo.
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Figure 9. Mean VOTs (ms) for velar stops across languages. The rectangles
enclose four regions, representing what might be called unaspirated stops,

slightly aspirated stops, aspirated stops and highly aspirated stops
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There does not seem to be any phonological reason why there might be four
groups as suggested. They do not reflect differences dependent on the number of
contrasts in voicing that each language has. Banawa, for example, has only a single
velar stop, with no contrast in voicing; the mean VOT for this stop is 44 ms, placing it in
the second group. But Western and Eastern Aleut also have only one velar stop; their
mean values are 78 and 95 ms, making them fully aspirated stops. Similarly it does not
matter whether a language contrasts voiceless unaspirated stops with aspirated stops.
Both Angami and Hupa make these contrasts. But the Angami voiceless unaspirated
stops have much shorter VOTs than their Hupa counterparts, so that they appear in
different groups in Figure 9. The Angami aspirated stops are in the same group as their
Hupa counterparts, but have slightly longer VOTs.

Another interesting point is that the highly aspirated stops of Tlingit and Navajo,
which are in the fourth group in the figure, have glottalized as well as unaspirated
counterparts. Table 5 shows mean values for languages with more than two types of
stops. VOT values for glottalized velar stops for these two languages fall in between the
VOT values of unaspirated and aspirated stops. Our conjecture is that the languages
with more than two types of stops tends to enhance the contrastiveness among stops by
dispersing VOT values along the VOT continuum. VOT patterns for stops in Apache is
also in the same direction, although the values are relatively closer together. A similar
pattern can also be found in Korean which also has three types of stops: unaspirated,
aspirated, and tense (or fortis). Mean values for unaspirated and aspirated velar stops
in Korean reported by Lisker and Abramson (1964) are 47 ms and 126 ms, respectively
(see Tables 1 and 2 above). Tense stops in general have been reported to have around
25 ms (Cho 1994). However, not all languages follow this tendency; Hupa does not
show this pattern. Thus, languages may employ different strategies for contrasting
three-way distinction of stops.

Table 5. VOT (ms) of stops in languages with more than two stop
categories. Values for Korean are from Lisker and Abramson (1964) and

Cho (1994)
tense k* unaspirated k ~ glottalized k' aspirated k"
Navajo - 45 94 154
Tlingit - 28 84 128
Apache - 31 60 80
Hupa 44 80 84
Korean 25 47 - 126
Discussion

From the data we have presented it appears that we might be able to account for
nearly all the VOT differences due to place of articulation within a language — if we
only knew enough about the exact articulatory movements involved. There is no real
evidence that speakers try to produce different VOTs for different places of articulation.
It is more likely that speakers aim for a certain timing difference between articulatory
and glottal gestures irrespective of the articulatory gesture involved. The observed VOT
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is just the inevitable consequence of the physiological movements and the aerodynamic
forces. Given enough knowledge about the gestures involved, the differences due to so-
called place of articulation may be as determined as the formant frequency changes that
occur with particular vocalic gestures.

It also appears that there is a continuum of possible VOTs from which languages
may choose. The values chosen by a language reflect the complex interplay of all the
various constraints — articulatory ease, auditory distinctiveness, gestural economy,
and sociolinguistic pressures — that occur in the development of sound systems
(Maddieson 1997, Ladefoged, in press). These forces produce similar VOT patterns in a
wide variety of languages. But there is still a great deal of variation between languages
that has to be taken into account in the phonetic description — the phonetic
interpretation rules — required for each language.

In trying to account for what was known about VOT in different languages at the
time, Keating (1984:289) proposed a model in which there are “only as many phonetic
categories given by the phonetic features as there are contrasting phonetic types in
languages.” As necessary evidence, she shows that in order to achieve not only
phonological generalization but also the contrasting phonetic differences between
languages such as English and Polish stops /p, t, k, b, d, g/, there are two different
levels of representations in the grammar. At the first level, various phonetic kinds of
/b, d, g/ are defined by the feature [+voice] in both languages. At the second level, the
phonetic features further distinguish stops in English from those in Polish by the use of
three phonetic categories {voiced}, {voiceless unaspirated} and {voiceless aspirated}. In
Polish, as in other languages without aspiration such as French, the phonological
features [+voice] and [-voice] are realized as {voiced} and {voiceless unaspirated}
respectively, whereas the phonological feature [+voice] in English is usually realized as
{voiced}, but can be sometime realized as {voiceless unaspirated} (e.g. word-initially);
similarly English [-voice] can be either {voiceless unaspirated} or {voiceless aspirated},
depending on the context. Keating notes that the implementation of the phonologically
identical feature Voice is different in different languages, but the categories are chosen
from a “fixed and universally specified set” which allows only three discrete phonetic
categories {voice},{voiceless unaspirated}, and {voiceless aspirated} without “fuzzy areas
of the continuum.” In Keating (1990), these three discrete phonetic categories are
represented under Aperture Theory (cf. Steriade 1989; 1993):

{Voiced} {vl. unasp.} {vl. asp}
STOP STOP STOP
Closure Release Closure Release Closure Release
[+voice] [-sprgl] [-voice] [-spr gl] [-voice] [+sprgl]

Keating’s approach has many similarities with that of Ladefoged and Maddieson
(1996; see also Ladefoged 1997), and that proposed here. We differ from Keating in that
we consider what might appear to be phonetic categories as at best modal values within
the continua formed by the physical scales — the parameters — that define each feature.
It is not at all clear that there are three, and only three, distinct modal values of VOT.
As we saw in Figure 9, the aspirated stops in Navajo and Tlingit have values that are
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very different from those in other languages, and the unaspirated stops in Hupa and
Angami differ considerably.

We suggest that there is a feature VOT, definable in terms of the difference in
time between the initiation of the articulatory gesture and the initiation of the laryngeal
gesture. This is a somewhat different definition of VOT than the traditional definition
that has been used throughout this paper, in which VOT is considered to be the interval
between the release of an articulatory gesture, usually (always in this paper) a stop, and
the beginning of vocal fold vibration. If we redefine VOT in terms of the interval
between the gestures involved, then the values become largely unmeasurable without
involving the theory of articulatory phonology as described by Browman and Goldstein
(1990, 1992). This theory regards gestures as being realized by a task dynamic model
(Saltzman 1986; Saltzman and Munhall 1989; see also Hawkins 1992) that would, when
fully worked out, take care of the physiological and aerodynamic influences on voicing
lag that we have been discussing. The data we have been discussing seem fully
compatible with this possibility.

The modal values of VOT (however defined) might well be [voiced], [voiceless
unaspirated], and [voiceless aspirated]. As languages never contrast more than three
values of VOT, these three values are appropriate for making general statements. But
our data show that even if we could measure for each language the VOT in terms of the
difference in time between the initiation of the articulatory gesture and the initiation of
the laryngeal gesture, there are still fuzzy areas within the VOT continuum. The
measured VOTs in Figure 9 are all for virtually the same articulatory gesture, and
should therefore reflect comparable intervals between the initiation of the gestures.
Nevertheless they show unpredictable variations between languages. In a full
description of a language there must be a phonetic interpretation process, in which
particular values of the features are assigned for each language. Modal values are not
enough.
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The Phonetic Structures of Chickasaw

Matthew Gordon, Pamela Munro and Peter Ladefoged

1. Introduction.

Chickasaw is an American Indian language spoken mainly in the Chickasaw nation
of south-central Oklahoma by no more than a few hundred speakers. The Chickasaw
speaking area of Oklahoma is indicated in Figure 1. Originally residents of the
southeastern United States, the Chickasaw were one of the “Five Civilized Tribes”
(along with Choctaw, Creek, Seminole, and Cherokee) forced during the 1830s into the
present state of Oklahoma. Chickasaw belongs to the western branch of the Muskogean
language family, along with closely related Choctaw. Although the two languages
differ markedly in certain respects, Chickasaw and Choctaw share many features
(Munro 1987). Perhaps because they are familiar with the Choctaw Bible and Hymnal,
most Chickasaw speakers have some knowledge of Choctaw (Munro 1996).

Original Chickasaw
Domain

Colorado
Kansas ) .
Missouri
klah
Oklahoma Arkansas
New Mexico R

Chickasaw Nation
of Oklahoma

Louisiana

Texas

Figure 1: Map indicating location of current Chickasaw nation and location of original
Chickasaw homeland (based on map in Gibson 1971) prior to relocation in Oklahoma

Chickasaw has been the subject of less linguistic research than Choctaw. Munro (in

press) provides a grammatical overview of Chickasaw and includes an analyzed text of
a traditional Chickasaw story. Munro and Willmond (1994) is a dictionary that also
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contains a thorough description of Chickasaw grammar. These works also cite other
literature on Chickasaw (and Choctaw) that the interested reader is urged to consult.
This paper relies on Munro and Willmond (1994), Munro (1996) and Munro (in press)
for phonological descriptions as well as many qualitative phonetic observations.

The present paper represents the first instrumental study of Chickasaw phonetics.
We provide a detailed description of the phonetic properties of Chickasaw vowels and
consonants, in order that linguists, as well as speakers of Chickasaw and those who
wish to learn the language may gain a better understanding of Chickasaw. Basic
acoustic properties such as voice onset time, closure duration and vowel formants are
discussed, along with typologically more unusual aspects of Chickasaw, such as the
pervasive length contrast in consonants, and acoustic correlates of the three-way
distinction in vowel length.

2. The present study

The present study is based on a word list of approximately 150 words that was
designed to illustrate the principal phonetic features of Chickasaw. This word list was
checked and recorded by one female speaker, F2, in Los Angeles. The remainder of the
fieldwork was conducted in Oklahoma, where the word list was elicited from a further
thirteen speakers, seven women and six men. Recordings were made in the speakers’
homes, using a headmounted noise-canceling microphone, which ensured an
approximately 45 dB signal to noise ratio. Speakers repeated each word twice while
recordings were made on a Sony Digital Audio Tape Recorder at a sampling rate of 48
kHz. Upon return to the UCLA Phonetics Laboratory, the data that were to be used for
acoustic analyses was transferred to the Kay Computerized Speech Lab and down
sampled to 8 kHz so as to provide greater accuracy for analyses in the frequency
domain (cf. Ladefoged 1996:177). Data from one of the male speakers could not be
used; thus, this paper presents data from eight female and five male speakers.

3. Vowels

Chickasaw has three different vowel qualities, which occur short, long and
nasalized. The nasalized vowels behave as long vowels, both phonetically in terms of
duration and phonologically with respect to rules that are sensitive to syllable weight
(see Munro and Willmond 1994 for discussion). The Chickasaw vowels are represented
in Table 1 in a broad transcription. The phonetic realization of vowel quality is
discussed later.

Table 1: Chickasaw vowels
Short Long Nasalized

i i
o o o

bt
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In addition to the vowels in Table 1, a third set of vowels arises from a phonological
process of phonetic lengthening in alternate open syllables. This process of “rhythmic
lengthening” lengthens the second in a series of two consecutive phonemically short
vowels in open syllables that are not word final (for further discussion, see Munro and
Ulrich 1984, Munro and Willmond 1994 and Munro et al. in preparation). Henceforth,
the rhythmically lengthened vowels will be denoted in this paper with a half-long
symbol; e.g., [a'] in order to differentiate them from the phonemic long vowels such as

[a:].
3.1. Vowel quality

The frequencies of the first three formants for short, rhythmically lengthened and
long vowels were measured using an LPC display calculated over a 30 millisecond
window in the center of the vowel superimposed over an FFT spectrum calculated over
a 25.6 millisecond window. In most cases, the LPC window was calculated using 14
coefficients, though more coefficients were sometimes used where resolution of the
formants was particularly difficult. The targeted vowels all appeared in the third
syllable of words with four syllables. In all cases, the target vowel was surrounded on
both sides by /1/. Two tokens were measured for each speaker. The examined words
appear in Table 2.

Table 2: Words used to examine the quality of Chickasaw vowels.

V  Short Rhythmically Lengthened Long
a ifolali iftala’li iftala:li
‘you laugh’ ‘I bring it here’ ‘you set it upright’
i impihlili toksali‘li hatfili:li
‘I sweep for him’ ‘Twork’ ‘he hoes for you all’
o tfihagloli itholo'li hatfi:lo:lo?
‘I listen to you’ ‘I put on (shoes) for him”  ‘your (pl) doodlebug’

Average formant values for all nine vowels were taken for the fourteen speakers.
Values appear in Table 3. Speakers are indicated in the top left hand corner of each box
delimited by thick lines by a combination of a letter that represents the sex of the
speaker (F for female, and M for male) and a number. Formant values for the first three
formants are listed in columns.

Mean formant values for the first two formants are plotted in Figure 2 for the female
speakers. Ellipses indicate two standard deviations from the mean, which is plotted as
a larger version of the vowel that it represents. Because Fisher PLSD tests showed no
significant differences between the lengthened and long vowels for F1 or F2 for the
female speakers, they are collapsed as long vowels in Figure 2.
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Table 3: Formant values for Chickasaw short, lengthened and long vowels from 13
speakers

Speaker Length F1  F2  F3 |Speaker Length F1 F2  F3
&Vowel &Vowel
F1 F8
Short 448 1993 2606 Short 476 2296 3138
i Length 427 2406 2937 |i Length 413 2662 3069
Long 399 2517 3000 Long 400 2358 3027
Short 696 1545 2703 Short 676 1848 2813
a Length 883 1427 2683 |a Length 869 1579 2641
Long 820 1345 2676 Long 889 1441 2697
Short 469 1531 2062 Short 496 1193 2351
o Length 600 1344 2062 ]o Length 607 1269 2813
Long 627 1276 1938 Long 679 1289 2827
F2 M1
Short 462 2241 3152 Short 427 1745 2475
i Length 448 2613 3179 |i Length 420 1848 2331
Long 413 2738 3131 Long 324 1882 2186
Short 537 1855 2807 Short 620 1448 2579
a Length 882 1814 3614 |a Length 655 1344 2455
Long 889 1931 3606 Long 669 1275 2386
Short 386 1425 2938 Short 489 1200 2220
o Length 448 1041 3007 Jo Length 427 938 2344
Long 545 1195 3290 Long 427 1055 2331
F3 M2
Short 351 1848 2379 Short 413 1883 2331
i Length 379 2048 2200 |i Length 434 1965 2345
Long 379 2241 3152 Long 386 2006 2407
Short 434 1317 2241 Short 710 1524 2317
a Length 662 1268 2206 |a Length 620 1420 2537
Long 572 1227 2103 Long 641 1317 2517
Short 427 1379 2193 Short 482 1289 2110
o Length 393 1069 2220 |o Length 496 1048 2848
Long 400 1021 2262 Long 413 1062 2124
F4 M3
Short 427 1999 2275 Short 338 1834 2179
i Length 372 2455 2827 |i Length 331 1820 2276
Long 317 2469 2821 Long 331 1896 2110
Short 565 1572 2414 Short 565 1503 2207
a Length 648 1289 2883 |a Length 655 1365 2489
Long 751 1200 2924 Long 662 1296 2351
Short 434 1131 2241 Short 413 1324 1903
o Length 407 1014 2483 {o Length 365 875 2200
Long 400 1028 2200 Long 427 875 2241
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Table 3: Formant values for Chickasaw short, lengthened and long vowels from
13 speakers (continued)

F5 M4
Short 393 2448 2807 Short 399 1931 2531
i Length 413 2579 2986 |i Length 455 1917 2496
Long 441 2600 2848 Long 393 2000 2379
Short 696 1903 2717 Short 538 1489 2551
a Length 855 1496 2745 ]a Length 648 1386 2586
Long 875 1476 2772 Long 648 1386 2634
Short 469 1696 2503 Short 455 1413 2386
o Length 434 993 2717 o Length 469 1062 2475
Long 427 951 2648 Long 448 1028 2441
Fé6 M5
Short 503 2207 2758 Short 427 2007 2572
i Length 510 2234 2869 |i Length 413 2248 2724
Long 489 2151 2903 Long 406 2262 2565
Short 765 1710 2917 Short 503 1538 2606
a Length 896 1627 2765 |a Length 800 1462 2800
Long 738 1634 2131 Long 759 1400 2710
Short 572 1365 2496 Short 462 1345 2400
o Length 565 1510 2675 |o Length 434 1034 2469
Long 545 1255 2806 Long 393 1069 2317
F7
Short 365 1972 2827
i Length 393 1744 2676
Long 310 2200 2896
Short 628 1538 2669
a Length 875 1420 2724
Long 931 1393 2249
Short 448 1234 2483
o Length 545 1097 2289
Long 621 1131 2207

The female speakers generally show fairly large variability for any single vowel as
reflected in the relatively large ellipses in Figure 2. Examination of formant values for
individual female speakers in Table 3 shows that this greater variability is a function of
both greater variability between tokens for a single speaker and differences between
speakers.

The most robust pattern apparent is for the short vowels to be centralized relative to
their lengthened and long counterparts. This centralization is most apparent for the
high vowels in the F2 (front-back) dimension, where short vowels have significantly
different F2 values from both their phonemically long and lengthened counterparts
(p<.01). In the case of the low vowel, the centralization is a matter of vowel height,
which is reflected in the significantly decreased F1 of the short vowels (p<.0001). On an
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individual level, virtually all speakers display centralization of at least one of the two
vowels /a, o/, and typically centralize both. Most speakers also centralize short /i/ in
the front-back dimension. Speaker F6 was atypical in that none of her short vowels
were substantially centralized relative to their lengthened or long counterparts.

F2

3000 2500 2000 1500 1000 Hz
FEUR T T O T T T T T U A TR R N B 1 I L 200

- - 300

— 400

— 500

- - 600

7> “

- - 700

- - 800

- - 900
- — 1000

i T U T T T T T T O T T T T B ] i I r 1100

Figure 2: Plot of the first two formants for eight female speakers (phonemically long and
lengthened vowels are collapsed)

Values for the first two formants for phonemically short and long vowels for male
speakers are plotted in Figure 3. The male speakers differ from the female speakers, in
that phonemically long /a:/ and /i:/ are not qualitatively neutralized with their
lengthened counterparts. Only long and lengthened /o/ are neutralized in terms of
formants one and two. Consequently phonetically lengthened /a'/ and /i'/ are
omitted from Figure 3 and are shown in comparison with their phonemically long
counterparts in Figure 4.
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The male speakers show a similar tendency for the short vowels to be centralized
relative to their long and lengthened counterparts. The long and short high vowels
differ in the F2 (front-back) dimension (p<.01), and the low vowels differ in both the F1
(height) dimension, and the F2 (front-back) dimension (p<.01).

F2
2500 2000 1500 1000 Hz
S T T T T O T O N R I e | [ | | L 200

- — 300

- 400

— 500

F1
- 600

- 700

- — 800

- — 900

T T Y Y Y (N T SN [N NN (N S BN | ] I I r 1000

Figure 3: Plot of the first two formants for five male speakers (phonemically short vs.
phonemically long vowels)

Looking at Figure 4, F2 for lengthened /a'/ is significantly higher than for
phonemically long /a:/, and F1 for lengthened /i'/ is significantly higher than for
phonemically long /i:/. Thus, the lengthened variants of /i/ and /a/ tend to be
somewhat intermediate in quality between phonemically short and phonemically long
vowels for the male speakers.
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Figure 4: Plot of the first two formants for long and lengthened /a/ and /i/ for five
male speakers

One of the interesting properties of Chickasaw vowels is that the high back vowel is
generally not as high as the corresponding front vowel. This tendency reaches
significance only in the case of the female long vowels, but is apparent for the other
vowels in both Figures 2 and 3. This situation is fairly common in languages with three
vowels. A similar system is found for example in Mura-Piraha (Sheldon 1974) and
Hupa (Golla 1970, Gordon 1996), both of which have /o/ rather than /u/ as the non-
low back vowel. In Hupa the situation is further complicated in that the long
counterpart to the high front vowel is a mid front vowel. The lack of a phonetic high
back round vowel in languages that have a high front vowel is also attested in
languages with a greater number of contrastive vowel qualities, e.g. Navajo
(McDonough and Austin-Garrison 1994) and Banawa (Ladefoged and Everett 1997),
which have four phonemic vowels, Nootka (Sapir and Swadesh 1939), which has five
vowel qualities, as well as Wari” (MacEachern, Kern, and Ladefoged 1996), which has
six vowel qualities. Based on Crothers’ (1978) typology of vowel systems, there is a
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particularly strong tendency for back vowels to have a relatively low articulation (i.e.
more like [0]) in three vowel systems compared to systems with a greater number of
contrastive vowel qualities. Furthermore, this tendency toward phonetic lowering is
more prevalent for back vowels than for front vowels in three vowel systems.

3.2. Vowel duration

The durations of short, lengthened and long vowels were also measured from a
waveform using the same corpus used to measure vowel quality in Table 2. Fisher’s
PLSD post-hoc tests grouping together all speakers found that the three surface vowel
lengths were significantly different from one another at the p<.01 level. Phonemically
short vowels are shortest, and phonemically long vowels are longest, with rhythmically
lengthened vowels falling between the two phonemic vowel lengths. The smallest
difference in the three categories was between phonemically long vowels and
rhythmically lengthened vowels, as shown in Figure 5.

18
16
14
12
A
08
.06
04
.02
0

Duration (sec.)

short lengthened long

Figure 5: Duration of short, long, and rhythmically lengthened vowels
over 13 speakers

Results for individual speakers appear in Table 4.

For all vowel qualities for all speakers, the short vowels are substantially shorter
than both the long and the lengthened vowels. However, there is some variation in
whether the phonemically long vowels are longer than the rhythmically lengthened
vowels as a function of both speaker and vowel quality. For the low vowel, 8 of 10
speakers for whom the comparison could be made show a length difference between
long and lengthened /a/. For one of these speakers (F4), the difference is only one
millisecond. Another speaker (F1) shows no difference between lengthened and long
/a/, while M1 actually displays a reversal: his long /a:/ is actually shorter than his
lengthened /a'/. For the high front vowel, all speakers observe the same pattern for
lengthened /i'/ to be shorter than phonemically long /i:/, though the difference is
negligible in the case of speaker F3. The high back vowel displays the greatest
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interspeaker variation. For six speakers (F1, F4, F6, M3, M4, M5), long /o:/ is more than
negligibly longer than lengthened /o'/. Speakers F3, F5, F6, and F7 essentially show no
difference between long and lengthened /o/. Speakers F2, M1 and M2 have a longer
lengthened /o'/ than long /e:/. In summary, the overall tendency is for lengthened
vowels to be slightly shorter than phonemically long vowels.

Table 4: Duration of short, long, and rhythmically lengthened vowels by speaker

a i o
Speaker | Short Length Long| Short Length Long| Short Length Long
F1 .088 179 179 | .073 126 186 | .089 173 197
F2 070 117 141 | .073 079 .096 | .042 120 105
F3 .090 15 -] 113 146 148 | .088 144 146
F4 .090 175 176 | .085 128 170 | .075 148 163
F5 .090 148 158 | .083 127 146 | .078 156 157
F6 ---- - -— | .09 105 126 | .096 106 159
F7 091 167 175 ] 103 132 157 | 110 156 160
F8 078 146 196 | .074 126 159 | .093 150 145
M1 093 170 131 | .086 106 118 | 072 A33 116
M2 130 177 188 | --—-- ---- - .093 129 121
M3 101 129 - | .106 126 146 | .087 121 .148
M4 111 163 178 | .109 149 167 | 113 160 170
M5 101 149 174 | 141 160 168 | .103 146 166

4. Consonants

Chickasaw has an inventory of sixteen consonant phonemes, with an additional
velar nasal /f/, which occurs predictably on the surface before an underlying velar stop
in certain morphologically derived forms, called the n- and hn- grades (see Munro and
Willmond 1994 for discussion of Chickasaw grades). The consonants of Chickasaw
appear in Table 5 below.

Table 5: The consonants of Chickasaw

Bilabial |Labio- |Dental/ |Postalv- | Labial- | Velar Glottal
dental alveolar | eolar velar
Stops pb t k ?
Affricates tf
Fricatives f s, 1 J h
Resonants m I,n
Glides J w

The bilabial stop /b/ is voiced throughout its entire closure and is often lenited to a
voiced fricative or approximant for some speakers. Geminate /b:/ more rarely
undergoes lenition as well. Singleton but not geminate /k/ is sometimes lenited to a
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fricative; it also may be voiced, particularly before /1/ (see next paragraph). It also
appears to be occasionally realized with a more backed articulation than velar stops in
English, though it is clearly phonetically distinct from phonemic uvular stops in other
languages. Some younger speakers, including one of the speakers examined for this
study (F8), produce the lateral fricative as an interdental fricative /8/. The voiceless
stops are basically unaspirated. However, there is a longer aspiration phase in word-
initial than word-medial position, though this observation has not been quantitatively
tested (see section 3.1. for discussion of voice onset time). All consonants except glottal
stop appear as both singletons and geminates.

Most possible combinations of consonants are attested in bisegmental clusters.
However, glottal stop may not be the second member of a cluster (Munro 1996). For
many speakers, an epenthetic vowel is inserted in clusters consisting of a stop followed
by a sonorant (Munro 1996). This vowel is typically realized with a schwa-like quality.
The stop is also often voiced in such clusters (Munro 1996). An example of an
epenthetic vowel as spoken by speaker F6 is found in the spectrogram in Figure 6.

h aml k o' I 0 400ms

Figure 6: Example of an epenthetic vowel breaking up a stop + sonorant cluster
in the word /haklo/ 'he hears' (speaker F6)

4.1. Voice onset time (VOT) and closure duration for voiceless stops

Voice onset time (the period from consonant release to the onset of voicing of the
following vowel, abbreviated VOT) was measured for the three voiceless unaffricated
stops before the vowel /a/. Measurements were made from a waveform in conjunction
with a spectrogram for the bold-face consonants in the three words: /tipa/ ‘worn out,
ragged’, /ayiimita/ ‘he’s excited’, /hika/ ‘stand up!’. Two tokens of each consonant
were recorded in most cases for each speaker, except where the consonant underwent
lenition. Because of lenition, there are no measurements for /k/ for speaker M1.
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Results of the VOT measurements pooled over the 13 speakers appear in Figure 7.
Results for individual speakers appear in Table 6.

.045
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0

Duration (sec.)

p t k
Figure 7: VOT for voiceless unaffricated stops before /a/.

Table 6: VOT for unaffricated stops (in seconds)

Consonant
Speaker p t k
F1 .030 .027 .037
F2 .014 -.008 .025
F3 .013 .028 .039
F4 .007 .012 .023
F5 .014 011 .029
Fé6 .005 .008 022
F7 .030 .016 .041
F8 .017 .037 .044
M1 .013 .020 lenited
M2 .010 .025 034
M3 .008 .014 .051
M4 .015 .074 .042
M5 -.008 .022 .040

The VOT of Chickasaw stops is comparable with that of stops in other languages of
the world that have been classified as voiceless unaspirated (Cho and Ladefoged 1997,
this volume). All three voiceless stops were significantly different from one another in
terms of VOT, with the bilabial displaying the shortest average VOT, followed by the
dental/alveolar, and finally the velar stop. A few female speakers (F1, F2, F3, F5) did
not display the trend for bilabials to have a shorter VOT than alveolars. For all speakers
except M4, alveolars had shorter VOTs than velars. For none of the speakers was VOT
longer for bilabials than for velars. The differences in VOT associated with the different
places of articulation are also similar to those found elsewhere. Cho and Ladefoged
(1997) have suggested that “the observed VOT differences are the inevitable
consequence of the physiological movements and the aerodynamic forces. Given
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enough knowledge about the gestures involved, VOT differences due to place of
articulation are fully determined.”

Stops made at different places of articulation differ not only in VOT but also in the
duration of the articulatory closure. Across speakers, closure duration for the voiceless
bilabial stop is longest followed by the dental/alveolar stop followed by the velar stop,
as shown in Figure 8. Measurements of closure duration for individual speakers appear
in Table 7. One speaker (M4) shows a longer closure duration for /k/ than for /t/, an
exception to the general pattern. An additional three speakers (F4, F5 and F8) do not
display a substantial difference in closure duration between /t/ and /k/. Closure
duration for /p/ is longer than for either /t/ and /k/ for all speakers.

12

—_

.08
.06

.04

Duration (sec.)

.02

p t k

Figure 8. Closure duration for voiceless unaffricated stops before /a/

Table 7: Closure duration for unaffricated stops before /a/ (in milliseconds)

Consonant
Speaker p t k
F1 110 .097 075
F2 084 071 064
F3 113 101 .083
F4 124 095 .096
F5 114 .100 098
Fé 112 101 .082
F7 115 .089 067
F8 111 .060 059
M1 .080 058 lenited
M2 083 073 052
M3 117 .093 066
M4 092 044 060
M5 119 071 .044
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A possible reason for the shorter closure duration for the more posterior stops is that
the seal for these stops may be more difficult to hold in the face of increased air pressure
(Maddieson 1997). When the oral closure is further back, the cavity behind the closure
is smaller, and the air pressure reaches a maximum more quickly. The faster the
increase in pressure, the shorter the closure is held, perhaps due to a biomechanical
feedback mechanism. Following this logic, the seal for a velar will be maintained for a
shorter period of time than the closure for an alveolar stop, which should, all else being
equal, have shorter a closure than a bilabial stop. The Chickasaw data are compatible
with this account, as velars show the shortest closures, whereas bilabials have the
longest closures.

The duration hierarchy for VOT is the opposite of the pattern seen for closure
duration. For the dental and velar stops the difference in closure duration is almost
exactly compensated by the difference in VOT, so that the sum of the closure plus VOT
is the same for both places of articulation. However, in the case of the bilabial stops, the
compensation is not so exact. The duration of the closure plus VOT is slightly less than
20 ms longer than the corresponding duration for the other two stops. The correlation
between VOT and closure duration for stops at different places of articulation appears
to be another general cross-linguistic property attested in a large number of languages.
In discussing this, Maddieson (1997) offers a possible explanation of the place-
dependent nature of both the closure duration and VOT suggesting that the duration of
the vocal fold opening may be considered to be fixed, so that when the closure duration
is relatively longer, the following VOT becomes relatively shorter (and vice versa). As
he puts it: “There is an abduction-adduction cycle of the vocal cords for voiceless stops
which is longer in duration than the closure and has a constant time course, anchored to
the onset of closure” (Maddieson 1997: 621).

VOT for geminate stops was also measured and compared to that of the
corresponding single stops. Relatively little literature has examined differences in VOT
between single and geminate consonants, and the existing work shows different results
depending on the language. Lahiri and Hankamer (1988) found that VOT is actually
significantly longer for single /t/ and /k/ than for geminate /t:/ and /k:/ in Turkish,
though not all speakers show a significant difference. A similar pattern is evident in
Han's (1994) data on Japanese VOT for /p, t, k/. On the other hand, Lahiri and
Hankamer's study found no significant difference in VOT between single and geminate
/t/ in Bengali. A third pattern is attested in Estonian. An unpublished study of VOT in
Estonian conducted by Gordon (1995) showed significantly longer VOT values for
geminate /t/ than for single /t/ for one speaker. The other speaker in the study did
not distinguish between single and geminate /t/ in terms of VOT.

In the present study of Chickasaw, single and geminate /p/ and /t/ were measured
before the vowel /a/ , and single and geminate /t/ and /k/ were measured before the
vowel /i/. The words from which the targeted consonants were measured appear in
Table 8.
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Table 8: Words used to measure VOT for singleton and geminate stops
(Note the pitch accent, phonetically a high tone, on the first vowel in /hik:i?ya/)

Before /a/

p /tipa/ ‘worn out, ragged’
t /ayi:mita/ ‘he’s excited’

Before /i/

t /iti/ ‘mouth’
k /tfikki/ “early’

/fip:a/ ‘it dries up’
/okfit:a/ ‘he closes it’

/iti?/ ‘tree’
/hikii?ya/ ‘he’s standing up’

Results of the measurements pooled over all speakers appear in Figure 9. Results for
individual speakers appear in Table 9. Speaker F4 produced a cluster of /ph/ rather
than a geminate, hence these values were not included.

.035 .06
~ 03 .05 T
% ]
\% .025 ] 04
o .02 [J single
2 ] . .03 7
= .015 Ml geminate
— ‘ i
5 01 7 02
.005 01 7
0 0
p t t k
Before /a/ Before /i/
Figure 9. VOT for single and geminate stops
Table 9: VOT for single vs. geminate unaffricated stops (in milliseconds)
Before /a/ Before /i/
p t t k
Speaker | Single Gemin | Single Gemin| Single Gemin | Single Gemin
F1 .030 010 027 027 .030 025 .036 042
F2 014 013 011 018 014 011 021 047
F3 013 .019 028 021 028 021 057 069
F4 .007 - 012 .005 043 .019 038 046
F5 014 013 011 011 021 016 035 049
Fé6 .005 .006 .008 010 011 017 018 054
F7 030 010 016 010 016 018 033 040
F8 017 .053 037 .035 046 071 030 057
M1 .013 013 020 021 019 016 .029 045
M2 010 .009 025 018 041 030 042 054
M3 .008 .006 014 014 013 .030 048 047
M4 .08 .006 074 028 .030 042 .060 045
M5 015 020 022 .007 025 020 040 047
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When all speakers are pooled, unpaired t-tests show that the only significant
difference in VOT for any pair of single and geminate consonants is that geminate /k:/
has a significantly longer VOT than single /k/ (p<.001). It is worth noting, however,
that the difference between single and geminate /t/ before /a/, a difference which goes
in the opposite direction from /k/, approaches significance (p=.0741) according to an
unpaired t-test. Chickasaw thus shows traces of the Turkish and Japanese pattern
whereby VOT for singletons is longer than VOT for geminates, as well as the Estonian
pattern whereby VOT for geminates is longer than VOT for single consonants. Finally,
as with Bengali /t/, Chickasaw does not show VOT differences for single and geminate
/t/, at least before /i/. The conflicting data between languages and within Chickasaw
suggest that VOT differences between single and geminate consonants are a function of
multiple properties which are not completely understood.

4.2. Closure duration for single and geminate pairs

In order to examine the durational relationship between single and geminate
consonants, durations of several singleton and geminate pairs were measured from a
waveform in conjunction with a spectrogram and an energy display. The measured
words appear in Table 9.

The consonants /j/, /w/ and /h/ were not measured due to the difficulty of
determining precisely where in the waveform these segments began and end.
Wherever the relevant examples occurred, consonant pairs were measured in two
environments: between /i/ and /i/ and between /i/ and /a/. An attempt was made
to measure both members of each singleton and geminate pair in prosodically similar
environments, ideally in disyllabic words between two short vowels. Occasionally,
however, words that either had more than two syllables or contained the target
consonant in a non-final syllable were used. In such cases, the target consonant
followed a short vowel whenever possible. Results of the duration measurements are
found in Figure 10 (before /a/) and Figure 11 (before /i/) pooling together all fourteen
speakers. Results for individual speakers appear in Table 11. Omissions in Table 11
indicate that the speaker did not produce the targeted word. Note that /m/ before /a/
could not reliably be measured for speaker M2.

In considering the data on geminates, note that for some consonants, the duration
data may be confounded by other factors. We now consider these potential confounds.
For some pairs, the word in which the geminate appears had more syllables than the
word in which the corresponding singleton appears. This would reduce the intrinsic
duration difference between single and geminate consonants, under the assumption
that segmental duration is inversely correlated with net duration of the word (Lehiste
1970). Furthermore, for certain pairs there are morphological factors that could have
confounded the results. The single /f/ in /bifaltfi/ falls at the end of a large
morphological boundary, which could plausibly have induced lengthening of the /f/.
The word /hikiizya/ has a pitch accent (phonetically a high tone) on the vowel
preceding the geminate, which could have influenced the duration of the stop. Finally,
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in a few words, the target geminate consonant is immediately followed by a syllable
ending in glottal stop, which could potentially have influenced the duration of the
geminate.

Table 10: Words used for comparing the duration difference between single and
geminate consonants in Chickasaw

Cons

b

t
k
f

—Sh-ﬂ-m

=

Environment/i i

Singleton
/itiibi/ ‘they fight’

/iti/ ‘mouth’
/tfiki/ ‘early’

/%ifili/ ‘he drags himself around’

/Kisili/ ‘he bites more than once’

/yitibli/ ‘he demolishes it’
/ifi/ ‘he takes it’
/hatiimmi?/ ‘type of insect’
/pihlili/ ‘I sweep it’
/kostini/ ‘he sobers up’

Geminate
/tfikibi/ ‘it’s all piled up’

/itiie/ ‘tree’
/hikiiya/ ‘he’s standing up’
/pitfifii/ ‘he crushes it’

/isii?/ ‘deer’

/kiki/ ‘he gnaws it’

/alpifii?/ ‘pillow’

/yimii/ ‘he believes it’

/ili/ ‘he dies’

/lowak inii/ ‘he warms himself by
the fire’

Environmenti __a

Cons Singleton

/tipa/ ‘it’s worn out’
/altfiba/ ‘it’s late’
/ayi:mita/ ‘he’s excited’

/malitfa wortfi/ ‘he jumps and
barks’

/pisa/ ‘look!”
/bifaltfi/ ‘it's milked’
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Geminate
/fipta/ ‘it dries up’

/kofib:a?/ ‘poke salad’
/ok[it:a/ ‘he closes it’
/ibitf:ala?/ ‘nose’

/impat is:a/ ‘he finishes eating’
/ibif:ano/ ‘he has a cold’
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Figure 10: Duration of single and geminate consonants before /a/ (all speakers
together)
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Figure 11: Duration of single and geminate consonants before /i/ (all speakers together)

Interestingly, if results for all speakers are pooled, for very few of the consonants is
the geminate twice as long as its corresponding single consonant in the same vowel
environment. Only the sonorant geminates /m, n, 1/ are twice as long as their
corresponding single consonants. For all other single and geminate pairs, the duration
ratio between single and geminates is much smaller than 2:1. In some, the small
magnitude of the duration difference may be due to independent factors mentioned
above, such as number of syllables, morphology, and pitch accents. However, relatively
small duration differences between single and geminate consonants are found even for
pairs in which these factors are controlled for, suggesting that the length contrast in
consonants does not reside only in the duration of the consonant constriction itself. For
example, the contrast between single and geminate /b/ also appears to be associated
with differences in amplitude of voicing: geminate /b:/ has stronger voicing than
single /b/. This difference in amplitude appears to be the principal acoustic cue to the
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single vs. geminate contrast for speaker F2, F7 and M1 who show virtually no length
distinction between single and geminate /b/. In fact, geminate /b:/ is shorter than
single /b/ for speaker M1. Similarly, the contrast between single and geminate /k/
appears to involve differences in VOT (see Figure 9) in addition to length differences:
geminate /k:/ has a consistently longer VOT than single /k/. Additional prosodic cues
considered later in this section also help to distinguish single and geminate consonants.

It appears to be a general property of Chickasaw for the ratio in closure duration
between geminates and singletons to be smaller than in many other languages. In
standard Finnish, most geminates are at least twice as long as their corresponding single
consonants (Lehtonen 1970). Similar durational ratios between geminates and
singletons are reported for Estonian (Lehiste 1966, Ojamaa 1976) and Bengali (Lahiri
and Hankamer 1988). In Japanese (Han 1994), Italian (Farnetani and Kori 1984) and
Levantine Arabic (Miller 1987), geminates are for the most part longer than twice the
duration of single consonants. In Turkish (Lahiri and Hankamer 1988) and Hungarian
(Meyer and Gombocz 1908), geminates are almost three times as long as their
corresponding single consonants.

Chickasaw is not alone, however, in showing less than a 2:1 ratio in the duration of
geminates relative to single consonants. Other languages display smaller differences
between single and geminate pairs at least for certain consonants, e.g. Dogri (Ghai
1980), Icelandic (Ore$nik and Pétursson 1977), Norwegian (Fintoft 1961), Sinhala
(Letterman 1994). Of these languages, Sinhala and Dogri come the closest to having a
2:1 ratio between the duration of geminates vs. singletons. In Sinhala, geminates are 1.8
times as long as singletons after short vowels, and 1.69 times as long after long vowels.
Dogri displays great variability in the relative duration of geminates; single consonants
range from being 38% to 66% as long as corresponding geminates depending on the
consonant and the speaker.

Table 11: Duration measurements for single and geminate consonants for individual
speakers (all measurements in seconds) S = Single, G = Geminate

Before /a/ Before /i/ Before /a/ Before /i/

F1 S G Ratio | S G Ratio | F2 S G Ratio | S G Ratio
p 110 193 1.75 p 084 .150 1.79

t 097 128 1.32(.105 .173 1.65|t .071 .110 1.55|.088 .145 1.65
tf 116 142 1.22 tf 113 171 151

k 088 .102 1.16]k 077 082 1.06
f 102 132 1.29(f 114 132 1.16
S 139 165 1.19(.170 .198 1.16]s 136 149  1.10{.108 .150 1.39
J 115 139 1.211.171 .138 0.81}|f 103 .128  1.24].110 .121 1.10
097 166 1714 108 155 1.44
b 069 .106 1.54|.066 .124 1.88|b 071 073 1.03

m 080 .147 1.84|m .093 .143 1.54
n 075 155 2.07|n .055 .099 1.80
| 082 114 1.39]1 068 .095 1.40
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Table 11 (continued): Duration measurements for single and geminate consonants
for individual speakers (all measurements in seconds) S = Single, G = Geminate

F3 S G Ratio | S G RatioJF4 S G Ratio | S G Ratio
p 113 189 1.67 P

t 101 149 1.48(.119 209 1.76|t 095 166 1.75].141 .197 1.40
tf 122 159 1.3 tf 138 142 1.03

k 109 130 1.19]k 089 .148 1.66
f f 160 214 1.34
S 174 189  1.09(.157 .245 1.56|s 173 195 1.13].166 .256 1.54
J 146 196  1.34(.152 220 1.45|f 132 184 1.39

4 132 232 1.76 | 121 199 1.64
b 076 .144 1.89(.073 .106 1.45]b 096 .134 1.40

m 093 194 2.09|m 074 206 2.78
n n 072 177 2.46
1 095 177 1.86]1 080 212  2.65
F5 S G Ratio | S G Ratio | F6 S G Ratio | S G Ratio
P 114 167  1.46 p 112 194 1.73

t 100 167 1.67].130 .201 1.55]t 101 151 1.50).125 170 1.36
tf 118 156 1.32 tf 115 147 1.28

k 121 120 099}k 115 129 112
f 153 186 1.22|f 109 139 1.28
(3 152 191 1.26|.164 .224 1.37]s 130 195 1.50].140 242 1.73
J 141 175 1.24].169 .220 1.3 104 142 1.37].132 116 0.88
4 128 200 1.56]% 131 190 1.45
b 076 147 1.93 b 060 .105 1.75|.073 .093 1.27
m 093 180 1.94|m 084 154 1.83
n 070 .140 2|n 046 119 2.59
| 087 171 1.97}1 083 .140 1.69
F7 S G Ratio | S G Ratio | F8 S G Ratio | S G Ratio
p 115 158  1.37 P 11 139 1.25

t 089 139 1.56]1.116 .196 1.69]t 060 109 1.821.101 .113 1.12
tf J11 143 1.29 tf 124 156 1.26

k 092 079 0.86]k 080 .090 1.13
f 110 155 141|f

S 141 178  1.26|.166 .284 1.71]s 140 183 1.31
J 53 171 1.121.173 124 0.72}f 127 148 1.17].158 172 1.09
i 144 172 119 151 154 1.02
b .082 .119 1.45|.075 .080 1.07]b 069 .090 1.30
m 068 147 2.16]m 067 122 1.82
n .072 .120 1.67]n 063 .112 1.78
| 078 159 2.04]! 076 .118 1.55
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Table 11 (continued): Duration measurements for single and geminate consonants
for individual speakers (all measurements in seconds) S = Single, G = Geminate

M1 S G Ratio | S G RatiolM2 S G Ratio | S G Ratio
P .080 .133 1.66 P 083 135 1.63

t 058 .154 2.66|.088 .175 1.99|t 073 107 1471.079 135 1.71
tf .089 .123 1.38 tf .087 .108 1.24

k 056 .119 213}k

f 089 .120 1.35|f 117 138 1.18
S A28 199 1.55]s 110 157 1.43(.146 .198 1.36
) J 084 127 1.51(.136 .116 0.85
126 166  1.32|1 128 198  1.55
b 077 111 1.44|.081 .076 0.94]b .051 .107 2.1(.048 .079 1.65
m 079 179 2.27|m

n 068 .123 1.81|n .051 .132 2.59
1 .083 .133 1.6]1 066 .157 2.38
M3 S G Ratio | S G RatioJM4 S G Ratio | S G Ratio
p 117 188  1.61 P 092 149 1.62

t .093 145 1.56|.118 .154 1.31}t 044 118 2.68].096 .151 1.57
tf 105 .140  1.33 tf 095 135 1.42

k 073 .096 1.32}1k .071 .071 1
f 116 150 1.29|f 099 130 1.31
S 132 172 1.300.141 190 1.35]s 124 210 1.69
5 123 144 117(.134 163 1.22}f 135 138 1.021.132 108 0.82
097 187 1.93|% 119 203 1.71
b 068 139 2.04 b 081 .099 1.221.070 .097 1.39
m 063 173 2.75|m 090 .182 2.02
n 059 135 2.29]n 073 126 1.73
1 .087 .155 1.78]l 085 192 2.26
M5 S G Ratio | S G Ratio

p 119 158 1.33

t 071 135 1.90}1.103 .145 1.41

tf 099 143 1.44

k 049 .148 3.02

f 104 156 1.50

S .096 .156 1.63|.119 .219 1.84

J 086 196 2.281.121 272 2.25

{

b 059 122 2.07].065 .146 2.25

m 085 162 1.91

n 068 .113 1.66

| 093 157 1.69

Interestingly, in most of the languages (except Sinhala) that display smaller
durational differences between single and geminate consonants (less than 2:1),
consonant duration appears to be closely related to the duration of neighboring vowels,
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in particular the preceding vowel. In most of these languages, vowels appear to be
substantially shorter before geminates than before single consonants. In Dogri, short
vowels preceding single consonants are 1.72 times longer than short vowels preceding
geminates. In Icelandic, particularly in southern dialects, geminates are less than 1.5
times longer than single consonants. However, it is unclear in Icelandic whether the
length contrast is a property of the consonant itself or is a property of the proceding
vowel (see Oresnik and Pétursson 1977 for discussion): vowels are long before short
consonants and short before long consonants. In Norwegian, another language in
which consonant and vowel length stand in a close trading relationship, geminates are
only slightly longer than their singleton counterparts, 1.10 to 1.38 times as long.

In languages that display greater durational differences between geminates and
singletons, vowels tend not to differ greatly as a function of whether they precede a
geminate or a single consonant. This appears to be true of most of the languages
discussed in the preceding paragraph for which measurements were available. For
example, in Turkish, where geminates are almost three times as long as single
consonants, vowels preceding single consonants are only 3.5% longer than vowels
before geminates. In standard Estonian with a similar but slightly greater duration ratio
between vowels before geminates and singletons, vowels before geminate /t:/ are 5.7%
longer than vowels before single /t/. In standard Finnish, vowels are 20.3% longer
before geminate /p: / and /s:/ than before single /p/ and /s/ (results pooled over both
pairs). In Japanese, vowels are between 1.1% and 8.7% longer before geminates than
before singletons depending on the consonant. In Sinhala, vowels are also slightly
longer before geminates (19.6% for short vowels, 4.4% for long vowels). Italian seems to
be somewhat exceptional in manifesting the single vs. geminate contrast in both the
consonant itself and the preceding vowel: vowels are 30%-50% shorter before
geminates than before single consonants (Farnetani and Kori 1984, 1986).

Like other languages with relatively small duration differences between geminates
and singletons, there is evidence that the contrast in consonant length in Chickasaw
may be cued by other properties in addition to the consonant durations themselves.
Recall from section 3 that Chickasaw displays a process of rhythmic lengthening, which
lengthens the second in a series of two consecutive phonemically short vowels in non-
word-final open syllables. Vowels fail to lengthen in closed syllables, including
syllables closed by a geminate, even if other conditions for the process are satisfied.
Thus, in certain positions, the absence of rhythmic lengthening where it would
otherwise be expected to occur signals that the following consonant is a geminate.
Similarly, the presence or absence of rhythmic lengthening also provides information
about the preceding consonant, since rhythmic lengthening only occurs following an
open syllable and thus not following a geminate. Rhythmic lengthening patterns thus
can provide valuable aid in perceiving contrasts in consonant duration in many
environments.

Rhythmic lengthening, however, is not available as a potential cue to consonant

duration in all environments. For example, in a two syllable word, rhythmic
lengthening is independently blocked from occurring due to the restriction against
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word-final lengthened vowels. Thus, rhythmic lengthening provides little information
about the status of intervocalic consonants in two syllable words. In order to test
whether phonetic differences in duration between vowels before single consonants and
vowels before geminates also exist in Chickasaw, vowels were measured before single
and geminate consonants in the disyllabic near minimal pairs /iti/ vs. /iti?/ and /lipa/
vs. /fip:a/. Recall from Figures 9 and 10 that the difference in closure duration between
singletons and geminates in both of these pairs is relatively small. Thus, we might
expect there to be large differences in vowel duration as a function of the phonemic
length of the following consonant.

Measurements show fairly large durational differences between vowels preceding
geminates and vowels preceding singletons, particularly before the bilabial stop.
Vowels preceding single consonants are generally longer than those preceding
geminates as seen in Figure 12, which pools together results for all speakers. Results for
individual speakers appear in Table 12.
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Figure 12: Duration of vowel preceding single and geminate consonants

Not all speakers show substantial differences in vowel length as a function of the
duration of the following consonant; however, there is a general trend apparent in
Figure 12 for vowels before single consonants to be longer than vowels before geminate
consonants. This result is particularly robust in the case of /p/. Taken over all speakers
(M4 excluded; see below), /i/ before single /t/ is 8% longer than before geminate /t:/,
while /i/ before single /p/ is 27% longer than before geminate /p:/. Vowels before
single and geminate /t/ for one speaker (M4) were not included in the measurements
presented in Figure 12, since /i/ was substantially longer before the geminate than
before the single /t/ in his speech. Smaller reversals of the dominant trend for vowels
to be longer before singletons are also seen for speaker F6 for /t/, speaker M2 for /t/,
speaker F4 for /t/ and speaker F5 for /p/, though these results are included in Figures
12. On an individual speaker basis, there does not seem to be a relationship between
the magnitude of vowel length differences as a function of the following consonant and
the duration difference between single and geminate consonants.
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Table 12: Duration (in seconds) of vowel preceding single and geminate consonants

p t
Speaker Before Before Before Before
singleton  geminate | singleton geminate
F1 070 042 101 078
F2 .030 021 064 055
F3 074 054 082 081
F4 081 052 112 116
F5 059 070 072 073
F6 065 056 049 068
F7 072 049 .092 072
F8 062 031 073 076
M1 062 033 110 075
M2 117 .090 .090 .096
M3 071 055 091 .086
M4 105 094 082 124
M5 070 070 132 .086

In summary, at least for /t/ in the present corpus, the duration of the preceding
vowel does not provide particularly salient cues to the phonemic length of the following
consonant. This suggests that the phonemic contrast in consonant duration might rely
on other properties in addition to the duration of the consonant and the preceding
vowel. For example, VOT appears to provide a cue to the length contrast in /k/ and
/t/ in certain environments. Likewise, voicing is stronger in geminate /b:/ than in
single /b/. Perhaps consonant duration may also be cued by acoustic properties other
than those measured in this paper, such as vowel quality or burst amplitude. In
addition, the rhythmic lengthening patterns discussed earlier provide useful cues to
consonant duration in many environments. Finally, the single vs. geminate contrast is
also signaled in many cases through the morphology in Chickasaw, for example, in the
choice of suffixes or through grade formation (see Munro and Willmond 1994, Munro et
al. forthcoming for discussion).

5. Conclusion

This paper describes some of the basic phonetic properties of Chickasaw, including
measurements of closure duration and VOT for single and geminate consonants, and
formant and duration measurements for short, long and rhythmically lengthened
vowels, and attempts to relate them to common cross-linguistic phonetic trends. Some
of the important results are as follows. The three-way length contrast in vowels is
phonetically manifested principally in terms of duration. Phonemically long vowels are
longer than rhythmically lengthened vowels, which, in turn, are longer than
phonemically short vowels. Phonemically long vowels are in general more peripheral
than their short, but not their lengthened, counterparts. However, lengthened /a'/ and
/i/ are intermediate in quality between their phonemically short and long
counterparts. Duration differences between single and geminate consonants are
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relatively small from a typologically perspective. We conjecture that other properties of
Chickasaw (e.g. rhythmic lengthening, duration of the preceding vowel, VOT duration
in the case of /k/, strength of voicing in the case of /b/) provide important cues to
consonant duration in the face of the less pronounced differences in the consonants
themselves.
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Some phonetic structures of Aleut
Taehong Cho, Alice Taff, Moses Dirks, and Peter Ladefoged

1. Introduction.

Aleut, the language of the peoples of the Aleutian and Pribilof Islands, Alaska,
has two main dialects, Eastern Aleut (own name Unangan) and Western Aleut (own
name Unangas). Bergsland (1994) notes that: “Today Eastern Aleut is represented in six
villages by perhaps 400 active speakers. All of these are forty or more years old and all
are fluen8akers of Eastern Aleut were recorded in St. Paul and St. George, in the Pribilof
Islands (see figure 1). Western Aleut ‘is spoken by sixty to eighty Atkan people,
including some children, who are all also fluent speakers of English.” (Bergsland 1994,
xvi). Our speakers of this dialect were recorded in Atka.

Alaska

Bering /Sea

Pribilof
Islands

St. Paul
= St.George

gy Atk

Wy & sa-

Aleutian Islands

Figure 1, The location of speakers of the two dialects of Aleut. Speakers of

Eastern Aleut were recorded in St. Paul and St. George, and of Western Aleut in
Atka.

68



The research reported here considered only the original sounds of Aleut. In the
second half of the eighteenth century Russia conquered and exploited the Aleutian
islands, and from that time on many Russian words have entered the language. From
around 1867, when the United States purchased Alaska (largely for the Pribilof fur
trade), English has also been a source of loan words. Loan words were used in our
investigation of the sounds of Aleut, but only when they contained no sounds that were
not in the original Aleut inventory. Thus we have used words such as tu:tkaX fuutkax
‘aunt” from Russian tyétka, but not su:paX, suupax ‘soup’ from English soup, because
there are no bilabial plosives in the original Aleut inventory.

Both dialects of Aleut have three vowels, i, a, u, each of which can be long or
short. In Western Aleut there are 23 consonants which can be roughly categorized as
shown in the following chart. Further details are given later in this paper in the
consonant section. Eastern Aleut has a simpler system in that the contrasts between
voiced and voiceless nasals, sibilants and approximants have been largely lost.

BILABIAL | DENTAL | ALVEOLAR | PALATO- | VELAR | UVULAR | LABIAL
ALVEOLAR VELAR
STOP t tf k q
NASAL m m nn n
FRICATIVE 0 S Z X Y X K
LATERAL 11
APPROXIMANT ¢ j M W

In the Aleut orthography, these consonants are as follows.

BILABIAL | DENTAL | ALVEOLAR| PALATO- | VELAR |UVULAR | LABIAL
ALVEOLAR VELAR
STOP t ch k q
NASAL hm m hn n hng ng
FRICATIVE d s z X g X g
LATERAL hl 1
APPROXIMANT hy y hw w

1.1. Data collection

A list of words was developed that illustrated each consonant followed by each
vowel, as shown in Appendix A. As far as possible, disyllabic, or, occasionally,
monosyllabic words were used. Stress in Aleut is usually on the penultimate syllable, so
this ensured that the consonant in question was in initial position in a stressed syllable.
For each of the voiceless stops except q both long and short vowels were included. The
sibilants s and z, contrast in comparatively few words in Western Aleut (many of the
words with z being Russian loans) and virtually not at all for most speakers of Eastern
Aleut. Some of the non-sibilant fricatives do not contrast in initial position, and
accordingly the list included words showing these contrasts in medial and final
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position, special attention being paid to the contrast between velar and uvular fricatives.
The semivowels and their voiceless counterparts have restricted distributions; w and m
occur only before a, and j and ¢ occur only before a and i. These sounds were included
in medial position. For the vowels, pairs of words were chosen so as to show
differences in vowel length, with position in word, stress, and consonantal context
being kept constant.

In addition to the wordlist, material was included to demonstrate further aspects
of the Aleut stress and intonation system. Speakers were asked to produce sentences as
statements, and then to repeat them as questions. There were also sentences differing
mainly in the location of the clause breaks, and in the degree of emphasis expected on
each word. This material is discussed by Taff (1997).

At the end of each recording the speaker was asked to talk for a few minutes in
Aleut, and afterwards to say the same thing in English. Some speakers told short stories
and others gave only a couple of sentences. These unrehearsed pieces were transcribed
and included as part of each speaker’s recorded data.

A total of 24 speakers were recorded, 6 men and 6 women being speakers of
Western Aleut, and 4 men and 8 women being speakers of Eastern Aleut. With the
exception of three of the Western Aleut women, all the speakers were fluent native
speakers. The three younger Western Aleut women had learned Aleut as children in
school, but did not speak it often. Each speaker was recorded individually, usually
using a DAT recorder and a noise-canceling close-talking microphone. Five of the
speakers of Western Aleut had to be recorded with a back up tape recorder. The
frequency response was flat (£ 2dB) from 70 to 10,000 Hz, but the achieved
Signal/Noise ratio was estimated to be only 35 dB.

The general procedure was for speakers to be told the word in English and then
asked to repeat it twice in Aleut. When speakers did not know the word required, they
were prompted in Aleut. If they were completely unfamiliar with it, the word was
omitted. Speakers of Eastern Aleut were not asked to say the words designed to
illustrate contrasts not present in their language (e.g. those with orthographic hm, hn,
etc.).

1.2. Segment frequency

As an aid in the production of the word list, the main entries in a small dictionary
of Eastern Aleut designed for use in schools (Bergsland and Dirks, 1978) were entered
into a computer. Only words that contained segments that were in the original Aleut
phonological inventory were included. In all, there were 8744 segments in 1194 words.
In addition to providing a useful means of finding appropriate minimal contrasts, this
procedure provided useful information on the relative frequency of the segments in
Eastern Aleut.

The relative frequencies of each of the vowels is shown in Table 1. Overall, the
vowels are clearly ranked in frequency, with a and i being much more common than u.
Long vowels are comparatively uncommon, constituting only 10% of all vowels.
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Table 1. The percentage frequencies of the vowels in Eastern Aleut.

SEGMENT INITIAL ALL
a 48 39
aa 6 6
i 23 34
ii 1 2
u 21 17
uu 1 2
TOTAL 100 100

The results for the consonants are shown in Table 2. The total numbers for x, %
and (to a lesser extent) n and n are inflated by the fact that theseare the only segments
that occur in final position in Eastern Aleut; they are part of suffixes such as -lix
indicating the infinitive forms of the verbs, and the suffixes -y, -x that are part of the
singular and dual morphemes used for nouns in dictionary citations. The total for 1 is
also augmented by these occurrences. In the percentage counts, the examples of final x,
x and g, and 1 in a suffix have been disregarded, making the total number of consonants
considered for this purpose 3464 instead of 4900.

Table 2. Relative frequencies of the consonants of Eastern Aleut. The parenthesized
figure for 1 indicates the number of occasions this segment was part of the suffix -lix,

SEGMENT| INITIAL FINAL TOTAL % INITIAL % TOTAL
n n 16 393 2.0 11.3
S s 112 389 16.0 11.3
g g 3 346 5 10.0
1 1 28 (396) 689 4.0 8.5
t t 82 274 12.0 7.9
k k 97 250 14.0 7.2
q q 163 214 23.0 6.2
tf ch 125 203 18.0 5.9
0 d 13 197 2.0 5.7
m |m 38 194 5.0 5.6
X X 1 543 692 1 4.3
' g 0 142 0.0 4.1
z R 5 488 615 .5 3.7
J y 11 116 1.0 3.3
0 ng 2 9 115 3 3.1
n hn 0 25 0.0 7
m |hm 0 18 0.0 %)
1 hl 0 15 0.0 A4
w w 7 13 1.0 4
TOTAL 703 1436 4900 994 100.1

It is apparent from this dictionary count that some consonants have a more
marginal status than others. In fact, none of the words listed as containing m, n, ] "hm,
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hn, hl” were pronounced in that way by all our speakers of Eastern Aleut. (Some
speakers occasionally used a slight breathy voice in some of these words.) The segment
w is also noticeably rare in a dictionary count, but the words it occurs in are all in
frequent use. The segment j, although slightly more common than w, occurs almost
only before a.

2. Vowels

As we have noted, Aleut contains a basic three vowel system, including a front
high vowel i, a mid low vowel a, and a back high vowel u, each having its long
counterpart as below. Each vowel has a long and short contrast, thus yielding six
contrastive phonemes in the system.

i u it w
a a:

There are no vowel sequences within a syllable (other than long vowels, which
could potentially be considered as geminates, and are in fact treated as doubled vowels
in the orthography; with this in mind we have transcribed long vowels as doubled
vowels). The vowels of Eastern Aleut are illustrated in Table 3. As we have noted, some
of the vowels are much rarer than others, making it difficult to find good minimally
contrasting sets.

Table 3. Words exemplifying contrasts among Eastern Aleut vowels after
voiceless stops at the three places of articulation.

DENTAL VELAR UVULAR

ti  tixlay bald eagle ki  Kiyiy to bite qi dgiqix  slime

tii  tiistay dough ki1l kiikay cranberry bush, qii qiivay grass
cake

ta taniy forehead ka kadan in frontof the qa 4qaqay food
speaker

taa taapay water kaa kaapguy healthy gaa qaadan little fish

tu tukuy chief, boss ku kukay grandmother qu qumay white

tuu tuutkay aunt kuu kuuskay cat

The phonetic qualities of the vowels were examined, based upon values for the
first three formants which were measured using the Kay Elemetrics Computerized
Speech Lab (CSL). Two repetitions of each of the words listed in Table 4 were recorded
by five female and four male speakers of Eastern Aleut. (Three other female speakers
were recorded but did not produce all the required examples.) Data were transferred
into the computer at a sampling rate of 10 kHz. A steady state portion of the vowel for
each token was centered at about the mid point of its duration from which
superimposed LPC and FFT spectra were calculated with 30 ms and 25.6 ms frames,
respectively. The formant values were usually determined from the LPC spectra (with
12 or 14 coefficients), using the FFT spectra (and sometimes formant history tracking) as
supplementary checks.
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The best words in Table 3 for comparing the quality of the vowels, and noting
any differences between long and short vowels, are those in the velar column, where the
vowels are preceded by k and followed by a velar or coronal consonant. Figure 2 shows
the relative positions of the first two formants of these vowels. These plots were drawn
with the UCLA Plot Formants software. The scales are in accordance with the Bark
scale, and the ellipses are drawn with radii of two standard deviation along the axes of
the first two principal components of the distribution.

The distribution of the vowels in Figure 2 supports the form of dispersion theory
(Liljencrants and Lindblom 1972) which predicts that, in a given system, contrastive
vowels are spaced with a sufficient contrast (Lindblom 1986; Lindblom and Maddieson
1988). The vowels in Figure 2 are fairly well in the corners of the vowel space. There is,
however, an interesting difference in the height of the front and back vowels. An
analysis of variance, with F1 as the dependent variable and vowel quality as the
dependent variable, showed that F1 was significantly lower for i than for u (p = .0052
for the male speakers, p <.0001 for the female speakers)

An analysis of variance also showed that the only differences in vowel quality
attributable to length were for the vowel a. There is a significant difference in F2 for
long and short a, for both men and women, and in the F1 for men (in all cases p < .01).
The long and short high vowels were not significantly different in any way. It might be
thought that some of the difference between long and short a could be attributable to
the particular words used in the analysis, the short a having a following dental
consonant, and the long aa a following velar consonant. Vowels tend to become fronted
after laminal dental consonants in which the tongue blade is raised. However, our
auditory impression of Aleut in general is that a has a variable but generally mid central
quality that could be symbolized by o, whereas long aa always has a low central a
quality. Taff (1992:35) suggests that a should be regarded as a featureless vowel.

Taff (1992) has discussed variations in Aleut vowel quality due to context. Our
findings are in substantial agreement with hers. There are some differences in vowel
quality due to the place of articulation of the preceding consonant. These differences
can be demonstrated by reference to the long vowels i and a, and the short vowel u
(there are no long u vowels after uvular consonants). Figure 3 shows the formant plots
for these vowels preceded by stops at each of the three places of articulation. The
syllable in which each vowel occurs is also shown, so that possible effects of the
following consonant may also be taken into account.

Analyses of variance with F1 or F2 as the dependent variable and place of
articulation as the independent variable produced the following results, using Fisher's
PLST for post hoc tests. For the male speakers there was no difference in the mean
position of the vowel i when it is preceded by t or k (and the following consonant in
these words also has no effect), but when i is preceded by q there is a significant raising
of F1, so that the vowel appears lower in the vowel space (p < .0001). The high back
vowel u after q also tends to be lower (F1 is raised) in comparison with when it occurs
after t (p = .0362). More strikingly, u is more front (F2 is raised) when preceded by t
than when preceded by k (p < .001), and there is a strong tendency for it to be more
back when preceded by q in comparison with when preceded by k (p = .0373). The low
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vowel a is unaffected by the preceding consonant. The female speakers behaved in a
similar way. There were no significant differences in F1 for i, but the tendency for this
vowel to be lower after q can be seen. In the case of the back vowel u all three variants
differed significantly from each other (p < > .01).

4 male speakers 5 female speakers
F2 F2
2500 2000 1500 1000 Hz 2500 2000 1500 1000 z
I ' -200 e e e e 200
‘% -300 (° -300
NS (D) =
500 -500
F1 F1
-600
-600
-700
a -700
-800
-800
-900
-900

-1000

Figure 2. Formant plots of long and short vowels after k in the words in
Table 3 as produced by four male speakers and five female speakers. The
light ellipses enclose short vowels, the centers being marked with open
circles, and the heavier ellipses enclose long vowels, the centers being
marked with solid points.

4 male speakers 5 female speakers
F2 F2

2500 2000 1500 1000 H2200 2500 2000 1500 1000 Hz

kiik- .300 kiik-
tiis- tuk- kuk- B
400 tiis-
qiig-
Gim- 500
F1
-600
kaan- -700
qaad-

-800

-900
taarn-

-1000

Figure 3. The effect of the preceding consonant on vowel quality. So that
the influence of the final consonant may also be considered, the syllables
in which the vowels occurred are shown.
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We have only a limited amount of data enabling us to test the influence of the
following consonant, but we can note the effect of a uvular consonant after i and a by
considering another set of words from Table 3. As can be seen in Figure 4, the vowel i
in tiylay (bald eagle) is very considerably lower than the corresponding vowel in kiyiy
(to bite); and the a in qaqay, (food) is further back than corresponding vowel in kadan
(in front of the speaker). For both male and female speakers all these differences are
significant (p < .01). In general, uvular consonants have the greatest affect on the
quality of adjacent vowels, and following uvulars probably have a greater effect than
preceding uvulars (but we do not have appropriate data to verify this statistically).

4 male speakers 5 female speakers
F2 F2

2500 2000 1500 1000 Hz 2500 2000 1500 1000 Hz

-300 -300
- 400 -400
-500 500
kad- -600 -600
%aq- 700 -700
-800 -800
-900 -900
-1000 -1000

Figure 4. Further effects of consonantal context on vowel quality. So that
the influence of the final consonant may also be considered, the syllables
in which the vowels occurred are shown.

3. Consonants

The five places of articulation used by Aleut consonants have a somewhat
unequal functional load. The only bilabial consonant are the nasals, m and m. The
consonants listed in the dental column (see above) actually have varied places of
articulation. The stop, nasal and lateral, t, n, I, usually have a laminal articulation,
although sometimes, particularly with 1 before u, as in lulix, ‘to believe’, the articulation
is more apt to be apical and a little further back. The segment 8 was usually an
interdental fricative, but in initial position, where it occurs mainly in Russian loan
words, it is often a stop. It is also a stop before a nasal, as in ajoya:dn ***'. There is no
contrast between s and [ in Aleut (some speakers commented that they found this
distinction hard in English), and the Aleut sibilant s varied from alveolar to almost
palato-alveolar as in English. The uvular consonants were made very much at the back
of the oral cavity. The voiceless velar and uvular fricatives occur only in medial and
final position. In Eastern Aleut they are the only fricatives that can occur in final
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position. In Western Aleuts occurs as a plural marker (instead of n), so that it, too, can
occur finally. In this section, our phonetic investigations on consonants will be limited
to Voice Onset Time (VOT) and characteristics of burst spectra in both Eastern and
Western dialects of Aleut.

3.1. Voice Onset Time

This section describes the VOT of stops in word initial position in an effort to
investigate how VOT varies according to (1) different dialect (Eastern vs. Western), (2)
context of following vowel (short vs. long) and (3) gender difference. In addition,
special attention is paid to the variability of VOT in terms of place of articulation. It has
been agreed that there is a general tendency for VOT to be longer when the closure for a
stop is made further back in the vocal tract (Fischer-Jorgensen 1954, Peterson and
Lehiste 1960). Our working hypothesis is that if the variability of VOT is accounted for
only by the distance between the open end of the vocal tract and the source of
compression, the VOT for a uvular stop will tend to be longer than one for a velar stop.

Table 6. A list of words for Eastern and Western Aleut.

EASTERN ALEUT WESTERN ALEUT
ti tiylay bald eagle tiglay bald eagle
tii | tiistay dough tiistay dough, piecrust
ta |taniy forehead taniy forehead
taa |taangay water taangay water
tu | tukuy chief, boss, rich tukuy, chief
tuu | tuutkay aunt tuutyay stalk of cow parsnip
ki |Kkiyiy to bite Kiyil to bite
kii | kiikay cranberry bush, cake kiin who
ka |kadan in front of the speaker |kadan in front of the speaker
kaa | kaanguy | healthy kaanguy healthy
ku |kukay grandmother kukay grandmother
kuu | kuuskay cat Kuusxiy cat
qi |4qigix slime qiqiy slime
gii |qiivay grass qiivay grass
qa | 9aqay food qalyaday food
qaa | qaadan little fish qaadas dolly varden (fish)
qu |qumay white qumay, white

The data recorded in DAT tapes were down-sampled to 20,000 Hz, being
quantized through the Kay Elemetrics Computerized Speech Lab (CSL). A total of 816
tokens (24 speakers x 17 words x 2 repetitions) were digitized, 775 of which were
measured. Some tokens could not be analyzed due to a sudden background noise or
speech errors. The VOT for each token was measured from the release of the consonant
to the onset of the first formant of the following vowel. The data were statistically
analyzed by T-tests and one-factor or two-factor ANOVAs.
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VOT Variability . As shown in Table 7 and Figure 5, the VOT’s for alveolar stops tend to
be longer than the other two stops in both dialects. One-factor analyses of variance of
each dialect reveal that the effect of place was significant (F [2, 359]=34.358, p <.0001 for
Eastern Aleut and F[2,390]=23.871, p <.0001 for Western Aleut). In post-hoc analyses,
while the alveolar plosives were distinct from the other two at p <.0001 in both dialects,
there was no significant between velar and uvular plosives in either dialect. The results
for the alveolar stops are in accord with the general tendency that the further forward a
stop is made, the shorter the VOT (Fischer-Jorgensen, 1954). However, this tendency
does not hold between velar and uvular stops: in the case of Western Aleut, it is
reversed in that the velar plosive has a longer mean VOT.

Table 7. Mean VOT of Eastern and Western Aleut Stops in ms.

Eastern Aleut Western Aleut
Alveolar Velar Uvular Mean Alveolar  Velar Uvular Mean
Speaker 11 11 11 12 12 12
Token 132 130 100 139 136 118
VOT 59 75 78 70.7 76 95 92 87.7
Std. 19 20 24 23 24 27
Dev...
120
100 -
- 80 T T
g i
[ 60 ==
O -
> 40 -
20
0
Eastern Western
Figure 5. Mean Voice Onset Time (s) by categories of stop and dialect for
24 speakers.

With regard to dialect differences, stops in Western Aleut have about 124%
longer VOT’s than those in Eastern Aleut. The data were submitted to the Analysis of
Variance with the factor of Dialect (Eastern vs. Western). The result of the one-way
ANOVA reveals that the difference in VOT between these two dialects is highly
significant at p <.0001.

One of the interesting acoustic events which may group the velar and uvular
plosives together, distinguishing them from the alveolar plosives, is that both velar and
uvular plosives frequently have multiple bursts at the release. Quite a few triple bursts
as well as double bursts were found in the spectrograms of both the velar and uvular
stops. In addition, the mean VOTs for all three stops are quite long, falling into the
category of voiceless aspirated stops (Cho and Ladefoged, 1997). The VOTs for alveolar
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and velar stops are close to the VOTs reported for aspirated stops in English and
Cantonese by Lisker and Abramson (1964).

Effect of the Vowel Context (short vs. long vowel) on VOT: The mean VOT of the plosives
before a long vowel is about 120 % longer than that before a short vowel both in Eastern
and Western Aleuts. The summary is given in Table 8 and Figure 6. The result of
unpaired t-tests for VOT with a grouping variable of vowel context (long vs. short)
shows a significant main effect of the following vowel context (p <..001 for Eastern
Aleut , p<.0001 for Western Aleut). This suggests that the VOT may be considered as
some percent of the vowel, so that when the vowel is long the VOT becomes long (Port
and Rotunno, 1979).

Table 8. The Voice Onset Time (ms) affected by the following vowel
length. The mean values are averaged across the place of articulation and
gender. Values in parenthesis are standard deviations.

EASTERN

WESTERN

LONG

SHORT

LONG

SHORT

COUNT
MEAN VOT

175
74 (22)

187
66 (22)

188
96 (25)

205
80 (25)

120
100 A T

80 A
) before long V
S ] g

| before short V

VOT (ms)

40 -
20 7

Eastern

Western

Figure 6. VOT affected by the following phonemic vowel length.

This effect holds irrespective of the place of articulation. Two-way ANOVA’s with
independent variables of vowel length and place of articulation were conducted to
examine the interaction between the two factors. The result shows that there is no
significant interaction (F [2,356]=1.131, p=.3239 for Eastern Aleut and F[2,387]=.282, p
=.754 for Western Aleut), suggesting that the duration of VOT before a long vowel is
longer than that before a short vowel regardless of place of articulation. (Note that the
effect of vowel length appears to be greater for Western Aleut.)

Effect of Gender: Female speakers in Eastern Aleut produce stops with about 130%
longer VOT than male speakers. However no effect of gender is observed in Western
Aleut. The result of an unpaired t-test for VOT with a grouping variable of gender as
shown in Table 9 indicates that the difference in Eastern Aleut is significant at p<.0001
while it is not in Western Aleut (p>.05). A three-way ANOVA showed that the effect of
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gender on VOT in Eastern Aleut is independent of the place of articulation and vowel
length. In other words, in Eastern Aleut, female speakers have longer VOT’s than male
speakers, even when the data are separated by either place of articulation or vowel
context (long vs. short) or both.

Table 9. Mean VOT (ms) separated by gender.

EASTERN WESTERN
MALE FEMALE MALE FEMALE
COUNT 132 230 198 195
MEAN VOT 61 (19) 75 (23) 88 (26) 87 (26)
T-TEST t (360)=-6.162, p<.0001 t(391) =748, p>.05

3.2. Burst Spectra

In examining the burst spectra for consonants, there are several suggestions in
the literature. Jakobson, Fant, and Halle (1963) suggest that “the essential articulatory
difference between the compact and diffuse phonemes lies in the relation between the
volume of the resonating cavities in front of the narrowest stricture and those behind
this stricture (1963:27).” In their theory, the ratio of the volume of the front cavity to
that of the back cavity is higher for the compact spectrum than for the diffuse spectrum.

According to Stevens (in press), the spectrum of velar stops is less flat (more
compact) compared with that of bilabial or alveolar stops, in that when the rate of
change of cross-sectional area is smaller and the length of the constriction is greater (as
it is in the production of a velar stop compared with alveolar and bilabial stops) the
formants are moving relatively slower, thus leading to more compact spectral peaks.
Stevens suggests that in the production of velar stops, the spectral peak of the burst is
usually in the second-formant range, around 1500 Hz.

Keating and Lahiri 1993 note that the spectral peak frequency location for a velar
stop largely depends on (1) the resonance frequency of the cavity in front of the
constriction and (2) the following vowel context (cf. Fant 1960). For example, the velar
stop before the front vowel i is associated with a higher frequency peak than before
other vowels, because the tongue fronting in the production of i will reduce the size of
the front cavity, leading to a higher resonance frequency.

Based upon these studies, we set up two hypotheses in analyzing the data. First,
the frequency location of the spectra peak is higher for a velar stop than for a uvular
stop because the front cavity for the velar stop is smaller, which leads to a higher-
frequency spectral peak (Keating and Lahiri 1993) (Hypothesis I). Second, the burst
spectrum is more compact for a uvular stop q than a velar stop k, because the ratio of
the volume of the front cavity to that of the back cavity is higher for a uvular stop than
for a velar stop, which results in more compactness (Jakobson et al., 1963) (Hypothesis
II). In addition, the effect of the following vowel quality on the relative frequencies of
the primary peak and the diffuseness will be discussed.
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Method: Measurements were taken from the tokens that were used for the VOT
measurements for 4 male and 7 female speakers in Eastern Aleut and 2 male and 4
female speakers in Western Aleut. The tokens recorded on analog backup tapes were
not used as the high frequency components were not well captured. Using the Kay
Computerized Speech Lab system, a 512 point (25.6 ms) window was centered around
the burst transient and the FFT spectrum of this window calculated and smoothed. In
cases of multiple bursts, the window was centered around the darkest burst. Then,
numerical values in dB at each point were averaged for all tokens, separated by vowel
quality i vs. a vs.u), gender (male vs. female) and Dialect (Eastern vs. Western). Long
and short vowels were not distinguished when pooling the data.

Results and Discussion: The data were analyzed in terms of (1) the relative frequencies of
the primary spectral peak (2) compactness vs. diffuseness. Figures 7 and 8 show that
mean burst spectra for k and q before i, a, u. for Eastern and Western Aleut
respectively. In general, the principal spectral peak is higher in frequency for k than for
q, supporting Hypothesis I: that is, the effect can be accounted for by the difference in
the cavity size and its resonance in front of the constriction (see Keating and Lahiri
1993).

Spectra in the figures can, in general, be characterized as somewhat ‘compact’
with a prominent spectral peak at low or mid frequencies (somewhere between 500 Hz
and 3000 Hz) depending on the following vowel context (cf. Jakobson, Fant and Halle
1963). In addition, it appears that the spectra for female speakers in both dialect are
generally flatter (more diffuse) than those for male speakers. However, no striking
differences in the relative degree of diffuseness (or compactness) between k and q are
observed, working against Hypothesis II: the higher the ratio of the volume of the front
cavity to that of the back cavity, the more compact the spectrum. One of the possible
explanations for this might be that the difference in the ratio between a velar and a
uvular is not as great as that between a bilabial (or an alveolar) and a velar. which were
the objects of the earlier comparisons. However, if we assume that compactness comes
from slower change of cross-sectional area and greater constriction length as suggested
by Stevens, we may posit that both the velar and uvular stops are produced with no
significant difference of constriction length and rate of the articulatory movement. The
bandwidth of the primary spectral peak does not show a systematic difference between
k and q in either dialect.
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Male Speakers in Eastern Aleut

Female Speakers in Eastern Aleut
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Figure 7. Mean burst spectra of word initial k and q before, a, and u in
Eastern Aleut. Data from 4 male speakers and 7 female speakers.
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Male speakers in Western Aleut

Female speakers in Western Aleut
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Figure 8. Mean burst spectra of word initial k and q before, a, and u in
Western Aleut. Data from 4 male speakers and 7 female speakers.
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Figure 9. Effect of the following vowel context on Burst Spectra.
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As discussed earlier, the frequency location of a prominent spectral peak largely
depends on the following vowel. Figure 9 presents data showing that Aleut is in
accordance with the earlier studies; that is, the frequency location of the spectral peak is
higher before i than before a or u. This effect is mainly accounted for by the assumption
that the consonant peak is determined by the front cavity resonance (Keating and
Lahiri 1993). The tongue body is raised and somewhat fronted when k or q is produced
followed by the front vowel /i/, so that the front cavity becomes shorter compared with
cases for back vowels a and u. This leads to a higher frequency location of the spectral
burst. In addition, the consonant peak is slightly higher before the unrounded vowel a
than before the rounded vowel u, as can be observed in Figure 9. Here again, this effect
is presumably due to the fact that the rounded u is produced with lip protrusion, which
results in a relatively longer front cavity as compared with the unrounded a.

Figure 9 also shows that the spectrum is relatively more diffuse (flatter) when
associated with the following vowel i. This effect can possibly be explained by the
analysis of Jakobson et al. (1963) that the ratio of the volume of the front cavity to that of
the back cavity is higher for the compact spectrum. As the volume of the front cavity
before i is smaller than before either of the vowels a or u, the ratio is lower, leading to
the relatively diffuse spectrum. Likewise, we also observe that the spectrum of the
burst before u is slightly more compact than that before a, due to the rounding effect
which increases the ratio of the volume of the front cavity to that of the back cavity.

3.3. Summary of stop consonant differences

The VOT analyses show that VOT varies according to (1) place of articulation, (2)
dialect, (3) the following vowel duration and (4) gender. In general, VOT is shorter for
alveolar than for velar or uvular. However, the difference in VOT between velar and
uvular was not statistically significant. With regard to dialect difference, stops in
Western Aleut have about 124% longer VOT’s than those in Eastern Aleut. The effect of
the following vowel duration on VOT is also significant: VOT is longer before the long
vowel than before the short vowel, suggesting that the VOT may be considered as the
part of the vowel. Finally, we observed a gender difference on VOT in Eastern Aleut
but not in Western Aleut. The overall VOT study also suggests that the stops in Aleut
belong to the category of voiceless aspirated stops reported in Lisker and Abramson
(1964).

Mustrative spectrograms for k and q are shown in Figure 10. Qualitative comparison of
the burst and frication noise between the velar and the uvular suggests that not only
more overall noise energy of frication but also more energy in the low frequency range
serve as one of the significant cues for native speakers of Aleut to distinguish uvular
from velar plosives. The difference between the velar stop k and the uvular stop q can
be mainly characterized by the different frequency location of spectral peak: the velar
stop is associated with a higher frequency spectral peak as compared with the uvular
stop (supporting Hypothesis I). However, no striking difference in the degree of
diffuseness between k and q was observed (working against Hypothesis II). Finally, the
data show that the frequency location of the spectral peak largely depends on the
following vowel context: it is higher before the front vowel i than before a or u, and it is
higher before the unrounded vowel a than before the rounded vowel u. These acoustic
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correlates are mainly accounted for by the resonance frequency of the cavity in front of
the constriction.

ki: qi:

1000

Freq. (Hz) ¢

Figure 10. Spectrograms for the velar k in kiikay, (cranberry bush) and
the uvular q in giiyay (grass) as produced by a female speaker of Eastern
Aleut. The uvular q is associated with greater low frequency energy, and,
when considered over the spectrum as awhole, more overall noise energy
of frication.

4. Final Remarks.

Aleut has many other interesting properties that we hope to discuss in a subsequent
paper. The voiceless nasals and laterals in Western Aleut need further analysis. The
fricatives need more careful investigation, particularly with respect to the degree of
voicing that may be present, and the contrast between velar and uvular fricatives. Some
of the consonant clusters such as k0 as in kBay ‘kdaX’ (ice) and tfn as in tfgay ‘chngak’
(fur, pelt) need further description. The investigation reported here is only a first step in
the acoustic analysis of Aleut. In addition we have tried to contribute not only to Aleut
studies, but also to general phonetic knowledge by, for example, detailing the qualities
of the vowels in a three vowel system, and adding to the few studies of the contrast
between velar and uvular stops.
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Appendix
Aleut wordlist used as a basis for making recordings

The first column shows the contrasts sought, using Aleut orthography as an aid
to Aleut specialists. The second column gives the word recorded in Aleut orthography.
The third column gives an approximate English gloss. The final column gives an IPA
transcription appropriate for most of our speakers. Blanks are left to show where no
appropriate word was found.

1. STOPS IN INITIAL POSITION

ALEUT ENGLISH TRANSCRIPTION AND NOTES
ti  tiglax bald eagle ‘tislay
tii  tiistak dough, piecrust ‘tiistay

tithnak mound 'tiinay
ta tanix forehead ‘taniy
taa taangaX water '‘taapay
tu  tukux chief ‘tukuy,

tulax forearm '‘tulay,
tuu tuutxax stalk of cow parsnip ‘tuutyay
chi chis to stick, adhere, cleave ‘ffis

chisil scatter 'tfisil

chigdax Aleut raincoat 'tfisday
chii chiidax baby animal, e.g. seal ‘tfiiday
cha chagig halibut ‘tfayiy
chaa chaasxiX  cup '‘tfaasxiy
chu chugux sand ‘tfuyuy
chuu chuulkix  socks- ‘tfuulkix
ki kigil to bite kivyil
kii kiin who 'kiin
ka kadan in front of the speaker  ‘'kadan
kaa kaanguXx  healthy 'kaaguy
ku kukax grandmother 'kukay
kuu kuusxix cat 'kuusxiy,
gi qigiX slime 'qiqiy
qii  qiigaX grass 'qiiyay
qa qalgadax food qal'yaday
qaa qaadas dolly varden (fish) 'qaadas
qu quhmax  white 'qumay,
2. SIBILANTS.
si sisak hundred 'sisay,
sii slintaX cent 'siintay
sa sas birds 'sas
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saa saalax lard, reindeer fat 'saalay

saakux king eider 'saakuy,
su susuX pus 'susuy,
suu suuskax baby’s bottle ‘suuskay,
zi
zii ziilitag vest 'ziilitay
za azax to be (no time marker) ‘azay
zaa zaavtrikax breakfast 'zaavtrikay
zu huzus to make plenty 'huzus
zuu zuulutak  gold ‘zuulutay

3. VOICED FRICATIVES.

Orthographic d, g are normally fricatives, but in initial position (where they are
comparatively rare) they may be stops, particularly in Russian loan words. Many initial
d, g, are in loan words. In the transcription here they are given as d although many
speakers have 8 for many of these words

di dix soot iy

dii diikal to be mischievous iikal
da dax eye ‘ay
daa daaxtux kidney ‘aaytuy
du duskax washboard, plank 'uskay
gi gil he is envious yil

gu agul to make, build ‘ayul
gaa Xaayax steam bath 'xajay
%a Rax (halibut) stomach xay
gaa

gu gul to go through ‘yul

hi hinus piece of sod 'hinus
ha halal to turn the head 'halal
hu hudax dried fish 'huday
g agal to open, ebb tide ‘akal

4. UVULAR FRICATIVES

Voiceless velar and uvular fricatives occur in medial and final position. In
Eastern Aleut none of the other fricatives occur in final position. In Western Aleut s
occurs as a plural marker (instead of n, as in Eastern Aleut). (Parenthesized words in
the second column have been listed above; they are shown again so that the contrasts
can be seen.)

ux asxinuX (one) girl as'xinuy

ux alax asxinux two girls ‘alax as'xinux
ix (dix) soot iy

ix (chuulkix) socks '‘tfuulkix

ax (taangax) water 'taagay,

ax hizax almost 'hizax
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5. VOICED AND VOICELESS NASALS AND LATERALS,

mi miilag

ma mal
mu mukax
ni Niigugis

na naga
na anaX
nu qanul

ngi qungiX
nga hangal
ngu qangul
hmi hmiichig
hma hmachil
hmu hmugatig
hni chuhnil
hna ahnatig
hnu hnul
hngi kahngil
hnga ahngal

hngu gahngus

6. APPROXIMANTS
wi

wa waya

wu

i il

la lal

lu lul

yi

ya Yyas

yu ayul

hwi

hwa hwagig
hwu
hli
hla
hlu
hyi
hya hyal
hyu hyul

tahlidax
hlax
gihluxs

7. VOWEL LENGTH
aa aalal
a alax

alal

soap
to do

flour

people of Atka
it’s inside
mother

smells of fish
hump (back)

to go up

to goin

ball

to get stuck
fish's gill cover
to poke

marker

to reach

to bend

to acknowledge
seaweed

right here, now

to look like, appear
to pick up, gather
to believe

reef
to fall

smoke

knot in wood
boy
barking

tide
to pour, spill

being done
whale
want

'miilay
'mal
'mukay
'niisuskis
'nava
‘anay,
'‘qanul
'qupiy
'hagal
‘qagul
‘miitfiy
‘matfil
mu'qatiy,
'tfunil
a'natiy
'nul
'kanil
‘anal
'‘qanus

'waja

1l
Tal
Tul

'Jas
‘ajul
'‘masiy

ta'liday

lay
'qiluxs

‘cal
‘cul

‘aalal
‘alay
‘alal
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ii  chiidag

baby animal. e.g. seal ‘'tfiiday

‘hiilal
tfi'dasa
'inuy
‘hilal
'huudal
'uday
'hudal

'kitay

'lam ki'taa
‘tunuy
u'nanam tu'nuu
'taniy

'lam ta'nii

'kakiy tal
ga'qasiy,
'kixs
'qiqiy
'kukax
'quqday
'kadan
'qaduy
'kitay
'qilay,
'kuduy
'‘tfaknay
‘aaytuy,
a'kaluy

hiilal done that way

i chidaga border, space beside
inug piece of tobacco
hilal to read

uu huudal to sound horn

u udax bay
hudal to dry fish/meat

8. STRESSED VS, UNSTRESSED VOWELS

i (kitax) foot

i  hlam kitaa boy’s foot

u tunux word

'u  Unangam tunuu  Aleut language

a (tanix) forehead

‘a  hlam tanii boy’s forehead

9. VELAR VS UVULAR INFLUENCE ON THE VOWELS

kak kakixtal looks up

qaq qaqagix arctic loon

kix kixs to bite

qiq (qiqiX) slime

kuk (kukax(fl grandmother

quq quqdax dirty

ka (kadan) in front (of speaker)

ga qadug scab on skin

ki (kitax) foot

qi qilax morning

ku kudux leg

ak chaknag stinky

ax (daaxtux) kidney

ak akalux way, path

aq aqal stretch

10. ILLUSTRATIVE CLUSTERS

chng chngaX
mg humgix
mx amxik
my  umgiX
mx

kd kdax
sd sdax

fur, pelt, yarn
lung

flesh of fish
bait

ice
star

a'qal

tfpay
'humyiy
‘amxiy
'umsiy

'kday
'sday,
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The effect of stress on vowel length in Aleut

Lorna Rozelle
University of Washington

Although duration is typically one of the physical correlates of stress, (Fry, 1955;
Crystal and House, 1988; 1.a.), Berinstein (1979) claims that languages with
contrastive vowel length do not use duration as a correlate of stress. This study
addresses three questions about the phonetic correlates of stress in Aleut, a
language with contrastive vowel length. Is duration a correlate of stress in Aleut? If
so, does the change in duration caused by stress neutralize the phonemic contrast
between short and long vowels? Finally, does stress assignment precede or follow
the process of final vowel deletion common in Aleut? Measurements of vowel
durations from spectrographic analysis show that duration is indeed a correlate of
stress, counter to Berinstein’s claim. However, despite the change in duration
wrought by stress, contrastive ratios are maintained between short and long
vowels. It is also clear that stress is assigned before the final syllable is deleted.

1. Introduction
1.1 Aleut

Aleut is the smallest branch of the Eskimo-Aleut language family. It is spoken in the
United States on the Aleutian and Pribilof Islands in the Bering Sea by fewer than 1,000 speakers
and in Russia on the Commander Islands by fewer than 100 speakers. There are two major,
mutually intelligible dialects, Eastern and Western, both of which have subdialects. The Pribilof
Island dialect spoken by the subjects for this study is classified as a western subdialect of Eastern
Aleut (Bergsland, 1991).

Underlyingly, Aleut has three vowels, /i/,/u/, and / a/, all of which can be both long and
short. Examples of length contrasts producing lexical distinctions are shown in (1). Words are
written in the standard orthography: long vowels are written as two vowels; stress is not marked.
In the transcription, length is indicated by the IPA length mark :, € is used for IPA J, and stress is
shown by an acute accent over the vowel instead of the IPA stress mark..

(1)  siching  sitip four chang ¢an my hand
sichiing  si€im nine chaang cam five

Aleut has a quantity sensitive stress system. Taff (1992) states weight is assigned at the
nuclear level so that consonants are weightless. Syllables containing long vowels are heavy, and
syllables containing short vowels are light. Stress falls on the ultimate syllable if it is heavy and
the penultimate syllable is light, (2a). Otherwise, stress falls on the penultimate syllable, (2b and
2c). Both long and short vowels can be in the stressed penult or in the unstressed ultima.

) a. sichiing sicim nine
b. siching sicin Sfour
c. adaadaa adada: their father

The situation is still more complex. Bergsland (1994) says, “Stress in Aleut is somewhat
indeterminate and difficult to define, depending upon several factors ... Stress, in turn, may affect
the length of vowels and consonants.” Although length is contrastive, the durational effect of
stress appears to neutralize the length distinction. According to Taff (1992), a stressed short vowel
can sound long, as in (3a), and an unstressed long vowel can sound short, as in (3b).
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(3) a.  amaxsix amaxsix to spend the night

amaagaasalix ama:ya:salix to take over there
b.  amaagaasix amarya:six to get there
adaadaa ada:da: their father

1.2 Previous research

Stress and its phonetic correlates in English have been well-studied. Whether the findings
of these studies apply to Aleut is unknown, but they give us some idea of the range of factors that
influence stress. Fry (1955) determined that duration is a more effective cue to stress than
intensity. (“Duration” is used to refer to the physical measurement of time, while “length” is used
to when refer to the phonological categorization of duration.) Fry (1958) determined that pitch is
an even more effective cue than duration. Other studies, such as Peterson and Lehiste (1960),
Umeda (1975), and Crystal and House (1988) have measured vowel duration in English in various
phonological environments, including stress. Adams and Munro (1978) determined that duration
is the most frequent cue to stress for their subjects. Their study is distinctive in that it analyzed
stress cues for words in complete sentences rather than words in isolation. They ask what
“distinguishes stressed from unstressed syllables in the stream of speech. ... What does a
speaker do that causes the listener to receive an impression of stress?”

Since vowel length is not phonemic in English, none of these studies address the issue of
neutralization of phonemic vowel length. Bond (1991) measured vowel duration in Latvian, a
language with phonemic vowel length, and concluded that contrastive ratios are maintained in spite
of adjustments that occur for reasons of stress, morphology and syntax. She suggests that
“...adjustments in duration may be universal in the phonetic structure of languages, but these
adjustments have language-specific and different implementations.”

Beckman (1986) compared the phonetic correlates of stress in English and Japanese. She
concluded that these systems differ in that the Japanese stress system uses pitch as a correlate of
stress to a greater extent than English, hence accounting for the traditional distinction between these
so-called “pitch” accent and “stress” accent systems. However, since it is again the case that
neither of these languages uses pitch contrastively, Beckman (1986) does not address the question
of the neutralization of a contrast by stress. However, this study is relevant in that it shows that
the extent to which one of the phonetic cues to stress is used can vary cross-linguistically.

Berinstein (1979) examined the interaction between stress and vowel length in K’ekchi, a
Mayan language with distinctive vowel length for unstressed vowels. In a perception experiment
she synthesized four syllable tokens of the form bIbIbIbl. The duration of three of the four vowels
was 100 ms, while the duration of one of the vowels was one of six durations: 70, 100, 120, 140,
160, 200 ms. The location of the syllable with varying length could be in first, second, third or
fourth position in the token. Subjects were asked to judge which syllable was stressed. Berinstein
concluded that English speakers used both position and duration as cues to stress, while K’ekchi
speakers used only position. Increases in duration had no influence on the perception of stress for
K’ekchi speakers. In a production study, Berinstein elicited twenty words varying in vowel
quality, stress and phonemic length and measured vowel duration via spectrographic analysis. She
found that short vowels are not lengthened by stress. (She was unable to construct examples with
stressed long vowels. Apparently long vowels do not appear in both stressed and unstressed
positions in K’ekchi.) Berinstein concluded that duration is not a correlate of stress in K’ekchi,
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and she hypothesized that all languages with phonemic length do not use duration as a correlate of
stress.

2. The experiment
2.1  Equipment and method

Data from subject ML was recorded with a PMD 430 Marantz cassette tape recorder and
Electro-voice D054 dynamic omni-directional microphone in the subject’s home and in a
classroom. Data from the other three subjects, BS, LM, and GF, was recorded in home settings
on DAT equipment with a flat frequency response throughout the auditory range, using a close-
talking, noise-canceling microphone so that the signal to noise ratio was always better than 40 dB.
For all data, vowel duration was measured from the spectral analysis produced on a Kay CSL
4300B speech analysis system.

In measuring vowel length, the section of the spectrogram where formant structure was
visually identifiable was listened to. If necessary, the range was narrowed until none of the
preceding or following consonants were audible, eliminating on and off glides and measuring only
the steady state formant structure in order to mitigate the influence of surrounding consonants on

vowel length. Figure | provides an example. ,
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Figure 1. The waveform, transcription and spectrogram of aaluXtaadaxtil, ii ashuyta:daytil i
‘Did (the girls) laugh?” The intervals that were measured are indicated. The transcription beneath
the waveform is slightly narrower than the transcription in the text.

In order to check the accuracy of the measurements, a random sample of vowels was
measured by another phonetician. This person was given the instructions in the preceding
paragraph but worked independently. Approximately seven percent of the data was checked.
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These measurements were compared to the corresponding measurements that had been make
previously by the author. The difference between the means of the two sets of measurements was
3 ms. The mean of the differences was 18 ms, with a standard deviation of 13 ms.

2.2 Subjects

This analysis is based upon the speech of four subjects. All subjects are adults who were
born on the Pribilof Islands. They learned Pribilof Aleut as their first language and also speak
English. BS, a man in his early 70’s, speaks Aleut at home with his wife and with his peers. LM,
a woman in her late 60’s, speaks Aleut daily with her peers. GF, a man in his early 50’s, is in the
transition generation. The generation before his learned Aleut as their first language, while the
generation after learned English. He eagerly speaks Aleut with his peers but mostly uses English
at home as his wife understands but does not speak Aleut. BS, LM and GF have lived on the
Pribilof Islands all their lives. The fourth subject, ML, is a man in his mid 80’s. Although ML
has been living off of the Pribilof Islands for several years, he speaks Aleut daily with his wife,
who is also a native speaker.

2.3 Materials

Many factors influence vowel duration besides distinctive length and stress. Some of these
factors are vowel quality, post-vocalic voicing, post-vocalic place of articulation (Peterson and
Lehiste, 1960), speaking rate (Crystal and House, 1982), word length (Lehiste, 1972),
morphological structure (Bond, 1991), prepausal position (Umeda, 1975; Crystal and House,
1988), and word prominence (the information load the word carries in the message) (Umeda,
1975). According to Peterson and Lehiste (1960) and Umeda (1975) the prevocalic consonant has
no consistent effect on vowel length in English. Another factor, perhaps similar to rate of speech,
is whether measurements are made of connected speech or of isolated citation forms. The influence
of all but the last of these factors on vowel duration in English has been well-documented;
however, their influence in other languages has been studied less, and in Aleut not at all. In order
to mitigate these potential confounds all three Aleut vowels were measured in a variety of
phonological, morphological and syntactic environments in two different elicitation tasks. Though
it is possible that whether the word was part of a connected speech or was an isolated citation form
will affect the results, for the purpose of this study data from different sources has been pooled.

The measured vowels have three different sources. The first is a connected narrative of
approximately two minutes elicited from subject ML who was instructed to tell a short story about
something. The second source of data is a set of tapes from a field methods class in which citation
forms were elicited from ML. The stimulus was an English word. The response was an Aleut
word. Words were often repeated several times, allowing several measurements of the same word
to be made. Multiple measurements of the same word were averaged. Repetitions which seemed
unnaturally slow were not used. The third source of data is a set of sentences elicited from each of
three subjects, BS, LM and GF, which was collected by Alice Taff and Peter Ladefoged and has
been described elsewhere (Taff and Wegelin, 1997; Cho, Taff , Dirks, and Ladefoged, 1997).
The stimulus was an English sentence, the response the Aleut translation. The stimuli were
designed without regard for vowel length, so include a realistic sampling of long and short vowels
in stressed and unstressed positions. Although the responses were not uniform across speakers,
no amendments were suggested so that the responses remained as natural as possible. When
sentences were repeated, corresponding measurements were averaged.

Every vowel from each source was measured, although not all measurements were
included in the analysis. Certain measurements were excluded for two reasons. First, vowels next
to glides or voiced velar or uvular fricatives were often excluded because in these cases it was
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difficult to determine the beginning or end of the vowel. Second, Aleut has an optional process in
which final syllables can be deleted. As the interaction between deletion and stress assignment is
one of the questions to be addressed, words in which deletion has occurred were not included in
the primary data set.

3. Results

The table in (4) summarizes the means and standard deviations for short and long vowels in
stressed and unstressed position. Figure 2 shows a chart of the same data.

4) short long
64 ms 130 ms mean
unstressed
22 ms 27 ms standard deviation
317 38 number of tokens
78 ms 151 ms mean
stressed
29 ms 44 ms standard deviation
99 84 number of tokens
a0
A
)
0

&

6) <

0 . a4 mean + std. dev.
o m

D ean
= mean - std. dev.

[¢]

short unstressed short stressed long unstressed long stressed

Figure 2. Vowel duration in milliseconds.

First, consider the difference between short and long vowels. When not stressed, short
vowels average 64 ms while long vowels average 130 ms. The duration of a long vowel is 2.0
times that of a short vowel. Similarly, when stressed, short vowels average 78 ms, while long
vowels average 151 ms. The duration of a long vowel is 1.9 times that of a short vowel. Thus,
the ratios of the duration of long to short vowels supports the theoretical notion that a long vowel
occupies two timing slots while a short vowel occupies only one (McCarthy, 1979).

95



Second, consider the effect of stress on duration. The duration of a short vowel is 64 ms
when not stressed and 78 ms when stressed. The duration of a long vowel is 130 ms when not
stressed and 151 ms when stressed. Given the variation in the data, are these differences
significant enough to say that stressed vowels are longer than unstressed vowels?

Since the data sets do not have normal distributions, the non-parametric Mann-Whitney
rank sum test was used to compare means (Snedecor and Cochran, 1980). The null hypothesis is
that the means of the data sets are the same. Rejection of the null hypothesis implies that one set
has a higher mean than the other. Application of the rank sum test on the sets of short stressed and
short unstressed vowels as well as on the sets of long stressed and unstressed vowels shows that
the null hypothesis is rejected with p <0.01 in both cases. The conclusion is that stress does affect
vowel duration; hence, duration is a correlate of stress in Aleut.

Third, let us consider whether the effect of stress on duration obscures phonemic length
contrast. The duration of a stressed short vowel averages 78 ms while the duration of a long
unstressed vowel averages 130 ms. Again, given the variation in the data, are the durations of
these two sets of vowels significantly different? Application of the rank sum test allows us to
reject the null hypothesis with p < 0.01 and conclude that the two means are different. Thus,
although stress affects duration, it does not destroy the length contrast between a long and a short
vowel, even when the short vowel is stressed and the long vowel is not.

To further verify the significance of these results, variation between subjects was
examined. The means over all vowels for each subject excluding citation forms are as follows: GF
75 ms, BS 82 ms, LM 84 ms, ML 86 ms. Figure 3 shows that the results for all four subjects are
similar. As is evident from the means, subject GF speaks more quickly than the others, so his
lines are lower, but they have the same slopes.

10

LA § — e [

——lm
DL !

short unstressed short stressed long unstressed long stressed

Figure 3. Comparison of the means of subjects' durations in milliseconds.

The durations of short stressed and unstressed vowels for all subjects is very similar. A
power test was performed on the means of the durations of short stressed and unstressed for each
subject. It showed that in order to detect a twenty percent increase in duration between short
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unstressed and stressed vowels, only .5 speaker was required, indicating that the intersubject
variability was very small. As is clear from the chart in (7), there is more intersubject variability
for the long vowels. In particular, while subject BS does lengthen long vowels under stress (128
ms for long unstressed vowels; 137 ms for long stressed vowels), he does not lengthen as much as
the other subjects do nor as much as he does for short vowels. Including BS in the power test
shows that in order to detect a twenty percent increase in vowel duration, it is necessary to use 4.6
subjects instead of the four actually used in this study. However, if BS is excluded and only the
data from the other three subjects are analyzed, only 2 subjects are necessary, indicating that there
is little intersubject variability amongst the other three subjects. This is in accordance with Kehoe,
et. al. (1995) who report: “Across all age ranges, there was great diversity in how individual
subjects employed different phonetic parameters. Some subjects employed certain acoustic
parameters over others, that is, employed duration only rather than f,, or employed f, only rather
than duration.” It is possible that BS employs duration to a lesser extent than the other subjects for
marking stress in long vowels. If this is the explanation, it is unclear, however, why he employs
duration for marking stress in short vowels.

4. Final syllable deletion

Final syllables are frequently deleted in Aleut. Does the word receive stress before or after
the final syllable is deleted? (The stress rule was given in section 1.1.) For some words, the
question of order is irrelevant. For example, when the final syllable is deleted, ayagaadax ‘girl’
is stressed on the underlying penultimate syllable regardless of the order of application of these two
rules; see (5a).

(5) a. / ayayaiday / / ayayaiday /
stress ayaya:day final deletion ayaya:
final deletion ayaya: stress ayaya:

ayaya: ayava:

b. / iyaytanay / / iyaytanay /
stress ivaytanay final deletion ivayta
final deletion ivayta stress ivayta

iyayta ivayta

However, for other words, the two orders yield two different outputs. For example, see (5b). In
igaXanaXx ‘airplane,’ if the word receives stress before the final syllable is deleted, the penultimate
syllable is stressed: iyayta. But, if the final syllable is deleted before the word receives stress, the
antepenultimate syllable is stressed: iyayta. Since duration is a strong correlate of stress in Aleut,
examination of vowel duration provides an objective, phonetic way to determine which syllable is
stressed. The data collected contained 21 examples of final syllable deletion. Of these, nine were
of the ayagaadaXx type, which are stressed the same regardless of the order of application of the
two processes. Of the remaining twelve, four were repetitions whose measurements were
averaged, and one was only two syllables. A summary of vowel durations in milliseconds for
each of the seven words is shown in (6). The syllable that was deleted is underlined.

97



(6) antepenult penult ultima

igaytanay 66 48 67 %]
iytada 64 104 %)
kumsiytadan X 55 79 %,
kumsiytakun X 64 71 %)
kumsiytalix 43 45 57 &
qakchiklukuy 53 36 49 %)
qaxchiklulakay, 50 46 88 %]

In each of these words, if the word receives stress before the final syllable is deleted, the
penultimate syllable will be stressed. If, on the contrary, the final syllable is deleted before the
word receives stress, the antepenultimate syllable will be stressed. All vowels are short, and in
each case, the vowel with greatest duration is the penultimate, not the antepenultimate, indicating
that the penultimate syllable is stressed. Words receive stress before the final syllable is deleted.

Additional support for the conclusion that final syllable deletion occurs later is found in the
nature of the process. This process has one of the characteristics of a post-lexical rule: it can have
variable output (Kiparsky, 1985). Sometimes the final syllable does not delete, sometimes it
deletes entirely, as shown in the upper part of figure 4, and sometimes it only devoices, as shown
in the lower part.

5. Discussion

One question that this study raises is why, according to other researchers, are short
stressed and long unstressed vowels difficult to distinguish in Aleut, even though they are
phonetically distinct? This question is all the more puzzling when one considers the difference
between vowel durations shown in (6). The greatest difference in duration occurs between short
stressed and long unstressed vowels: a long unstressed vowel is longer than a short stressed
vowel. Moreover, upon reexamination, the chart in Figure 2 shows that, despite the variation in
the data, the indicated ranges of durations for short unstressed vowels and long unstressed vowels
overlap only slightly.

(6) a. short stressed - short unstressed 78 ms - 64 ms = 14 ms
b. long stressed - long unstressed 151 ms - 130 ms =21 ms
c. long unstressed - short stressed 130 ms - 78 ms = 52 ms

One possible explanation for the difficulty in distinguishing short stressed and long
unstressed vowels is that speakers of languages that do not use length as a primary phonemic
contrast, such as English, are not adept at perceiving length contrasts, regardless of the role of
duration in the manifestation of stress. Yet, Bergsland, the author of the Aleut Dictionary, who
states that stress is “somewhat indeterminate and difficult to define,” is a native speaker of
Norwegian, a language that does use length phonemically. Also, Fox and Lehiste (1989), in a
perceptual experiment, tested the abilities of English and Estonian speakers to distinguish three
different durations. Although Estonian is controversially analyzed as exhibiting a three-way length
contrast, Estonian speakers do no better than English speakers at distinguishing these durational
distinctions. Hence, it seems unlikely that Aleut speakers can distinguish four different durations,
short unstressed, short stressed, long unstressed and long stressed, and unlikely that English
speakers confuse short stressed and long unstressed vowels due to inability to perceive duration.
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Figure 4. Waveforms and spectrograms showing (top part of the figure) the deletion of the
syllable oy, and (lower part) the devoicing of this syllable.
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Alternatively, perhaps stress in Aleut does lengthen vowels, but to a lesser degree than it
does in other languages. It might be the case that languages that use length contrastively use
duration as a weaker correlate of stress than languages that do not use length contrastively. This is
a weakening of Berinstein’s (1979) claim that languages that use length contrastively do not use
duration as correlate of stress. A preliminary search suggests that this hypothesis is correct. In
Aleut, the ratio of the durations of stressed to unstressed vowels is 1.2, whether the vowels are
long or short. In Latvian, another language with length contrasts, the ratio of stressed to
unstressed vowels is 1.3 for both long and short vowels (Bond, 1991). In K’ekchi, the ratio of
stressed short to unstressed short vowels is 1.0 (Berinstein, 1979). In contrast, in a language
without length contrasts, like English, the ratio is much greater, 1.6 or 1.7 (Fry, 1955 and Crystal
and House, 1988, respectively). Further acoustic analysis is necessary to confirm or deny this
hypothesis. In addition, it would be illuminating to access native speakers’ abilities to distinguish
long and short vowels in stressed and unstressed positions in perception experiments to determine
their sensitivity to durational distinctions in various languages.

In summary, stress manifests itself in various ways. Not only is stress without consistent
phonetic correlates even within a single language (Hayes, 1995), but also the phonetic correlates
that have been identified as significant in English are used phonemically in other languages. This
acoustic analysis of Aleut shows that duration is indeed a robust correlate of stress, used even in
languages that use length phonemically. Moreover, the use of duration as a correlate of stress does
not compromise the phonemic use of duration. These measurements also provide phonetic
verification of Bergsland’s transcriptions of vowel length as well as Taff’s stress rule. The vowels
transcribed as long in the dictionary are about twice as long as those transcribed as short.
Likewise, the vowels that Taff’s stress rule assigns main stress are about twenty percent longer
than those not assigned main stress.
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1. INTRODUCTION

This paper provides phonetic evidence in the form of pitch tracks of
sentences elicited from eight native speakers of Unangan (Eastern Aleut). Statistical
analysis of the pitch tracks supports the following claims about the patterning of
intonation in Unangan.

1. Each content word in the language ha2inning and trough at its end.

2. Word contours combine with sentence downtrends to form sentence

contours of cascading F0, each word a step in the cascade.

3. Yes/no questions have the same intonation contours as declarative

sentences.
This paper is concerned with content words. Preliminary analysis indicates that
function words may have different intonation characteristics than content words
but this issue requires study beyond the scope of this investigation. Content words
make up the bulk of Unangan vocabulary while function words are few. Many
sentences have no function words at all.

Unangan is the indigenous language of the Eastern Aleutian Islands and the
Pribilof Islands in Alaska, USA. Unangan is the language name of self designation by
speakers of the eastern dialect of the language known as Aleut. (Unangas is the name
in the western dialect.) A moribund member of the Eskimo-Aleut language family,
Unangan has approximately two hundred fluent native speakers, all over the age of
fifty. Pertinent morphology here is that Unangan is agglutinating with the
possibility of affixing several suffixes to a lexical (root) morpheme. A single word as
in (1)a can, with appropriate affixes, be a sentence as in (1)b.

(1) a. Sadan “outside of”
sada+ n
outside p
b. Sadaatakun. “We were out there.”

sada+ ata + ku + n
outside to have imed pst p

Main word stress is usually on the penultimate but can also be on the
ultimate syllable (Bergsland 1994, Taff 1992). The phonetic correlate of stress is
duration despite the fact that vowel length is contrastive in Unangan (Rozelle 1997).

Yes/no questions are marked morphologically by the conjunctive morpheme,
-lix, 1iX, which is frequently syncopated to |1 The term ‘conjunctive’ is derived from
the use of this morpheme in conjoining predicates whereby the first verb of a
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conjoined set has the -lix ending and the final verb has the tense/person markers.
This conjunctive morpheme is usually followed by a sentence-final question clitic
which is ii, in the orthography, but which is realized as a different form, hae, in the
Eastern dialect. In (2) the underlined morphemes show the contrast between
declarative vs. yes/no question morphology. The orthography use here is the
practical school orthography developed in 1972 (Bergsland 1994). § = a voiced
uvular fricative. & = a voiceless uvular fricative. In actual speech, the final rhyme
of the final content word in a sentence is nearly always omitted so that the final
spoken syllable of (2)a is lak and the final syllable of (2)b is lal (+ ii).

(2) a. Agyugum uyuungin aduklakun. “Cormorants necks are long.”
agyugu + m uyu + ungin adu + kla + ku + n”
cormorant rlp neck rlp long clumsy prs p”
b.  Agyugum uyuungin aduklalix, ii. “Are cormorants necks long?”
agyugu + m uyu + ungin adu+ kla + lix ii”
cormorant rlp  neck+ rlp long clumsy cnj Q”
2. METHOD
21. Data

Recordings were made of eight native speakers of Unangan, four men and
four women. In the recording process the researcher gave a stimulus sentence
orally in English, and the speaker then provided an oral translation in Unangan.
Each speaker recorded the same list of around 18 sentences. The list included
declarative vs. yes/no question pairs and simple vs. complex sentences. The
speakers were recorded indoors on DAT equipment with a flat frequency response
throughout the auditory range, using a close-talking, noise-canceling microphone.
Signal-to-noise ratio was always better than 40 dB.

To avoid gaps in pitch tracks and pitch perturbations caused by voiceless
segments, sentences were designed to contain words with mostly sonorant and all
voiced segments. However, since obtaining natural intonation contours was the
primary objective, speakers were not asked to rephrase their responses if they made
different word choices than those anticipated by the researcher. A total of 172
sentences are included in this study. Each sentence was transcribed phonetically and
in Unangan orthography. Translations, glosses, and speaker intention (e.g. question
vs. declarative) were later confirmed by a native speaker.

2.2 Measurements

Utterances were sampled at 10,000 Hz on a Kay Computerized Speech Lab
(CSL) 4300B. Pitch tracks were generated using a frame length of 25 ms. and a frame
advance of 20 ms. Numerical results of the entire pitch track for each sentence were
entered into a data base for analysis. Measurements were made by hand for cases in
which the amplitude of the wave was too low for the pitch tracking function of the
CSL. These were calculated from the waveform and entered into the database.
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3. RESULTS

3.1 Pitch tracks

Pitch tracks of declarative sentences suggest that each content word is mapped
to its own pitch contour as illustrated in examples (3) a-e. Examples a. and b. are
responses from two different speakers to the English stimulus, “When boys try to
kiss girls, tell their mothers.” Example c. is the response from a third speaker to the
English stimulus, “When boys try to kiss, girls tell their mothers.” Examples d. and
e. are from a fourth speaker. d. is the response to “Cormorants’ necks are long.” e. is
the response to “Are cormorants’ necks long?” Each example includes an
orthographic rendering and gloss, wave form, IPA transcription with main word
stress, and pitch track sampled every 20 ms. analyzed and displayed from 50 to 250
Hz. Dotted vertical lines through the displays and square brackets in the
transcriptions indicate word boundaries. Double lines and brackets indicate clause
boundaries. Each content word has a peak near its beginning and a trough near its
end. In (3)a the word ngan is a function word as is naan in (3)b.

a. Speaker FG
Lakaayan ayagaadan umchunaagidumchin, anaadangin ngan  ifada.
boys girls try to kiss them their mothers  to/for  tell
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3.2  Statistical Analysis

3.2.1 Smoothing

Tokens (sentences) were grouped by speaker, plotted together, and smoothed,
to explore the following possibilities:
1. The beginnings and endings of words might be visible in the intonation
contours of tokens,
2. Tokens themselves might display a distinctive intonation contour,
3. A difference might be visible between the contours of declaratives and
interrogatives.
Smoothed pitch tracks of three-word declaratives and yes/no questions are
presented in (4) for each speaker. The declaratives appear in the left-hand column
and the yes/no questions appear in the right-hand column. Note that in Unangan,
the question clitic, 77, exemplified in (2)b and (3)e, makes three-word declaratives
convert to four-word interrogatives. The first four speakers, FG, RM, EK, and MM,
are women; the last four, GR, AK, BS, and GF, are men.

To make words comparable, word durations were converted from time units
(i.e., seconds) to word units. Thus, in each of the graphs in (4), the first words start at
0.0 and end at 1.0; the second words start at 1.0 and end at 2.0, and so on. Next, as a
first attempt at summarizing intonation patterns, a smoothing function was applied
to the data. (The smoother used here is the default setting of the “supsmu” function
of the software S-PLUS, version 3.4, release 1 for Silicon Graphics Iris, IRIX 5.3:1996.)
This summary is visible as the bold curve on each plot. Given data x; and y; (i=1...n),
a smoother finds a continuous function y=f(x) under the assumption that the y; are
noisy realizations of f(xj). The actual pitch track data is given as dotted lines.
Statements in this paper about the intonation contours of words and sentences are
based on examination of the smoothed contours in (4).

3.2.2 Pitch range medians

In order to determine whether there is a contrast in overall pitch range
between declaratives and yes/no questions, the median pitch was computed for each
sentence and plotted by speaker and sentence type. Results appear in (5). The plots
in (5) include all sentences in the data, whereas those in (4) are just the three word
(plus question clitic) tokens. In (5), sentence median pitches are plotted as open
circles and compared by speaker and sentence type. Pitch is plotted on the
horizontal axis. Vertical scatter is random. Results from female speakers appear at
the top half of the figure; results from male speakers appear at the bottom half. 172
sentences are included in the data, i.e. all the sentences in the database, regardless of
the number of words.
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(4 cont.) male, 3—word declaratives, 4~word interrogatives
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4. DISCUSSION
4.1 Word contours

Smoothed results of declaratives (in the left-hand column of (4)) from the first
five speakers, RM, MM, FG, EK and GR, show a mapping between word boundaries
and pitch. There are pitch peaks near word beginnings and troughs near word ends.
Downtrends are in evidence across the sentences in that sentences end lower than
they start and successive lows (except for some cases of initial low) are successively
lower. Results from these speakers suggest that in Unangan, each word is matched
to its own intonation contour: peak near the beginning and trough near the end.

Results from declaratives of the last three speakers are not as easy to analyze. AK
shows distinct troughs at word boundaries but also has a trough in the middle of the
second word and peak near the end of the first, second, and third words. Results
from speaker BS make a case for word-length intonation contours but here the
contour is the opposite of that described for speakers one through five. BS shows
troughs at word beginnings and peaks near word ends (except for the final word).
Results from speaker GF show only one trough, at the boundary between the first
and second words.

For the most part, word length information chunks are identified intonationally
by a particular pitch contour: a peak near a word beginning and a trough near a word
end.

4.2 Sentence contours

Pitch tracks in (3) and their smoothings in (4) suggest that sentence contours are
concatenations of simple peak-trough word contours. These linked word contours
are affected by downtrends to form a cascade effect in which each successive peak is
slightly lowered from the beginning to the end of each sentence. In addition,
sentences appear to begin by rising from a trough which delays the peak of the word;
and then end by dropping steeply into one.

4.3 Declarative vs. yes/no question intonation contrasts

4.3.1 Smoothing

Since yes/no questions in Unangan are marked morphologically, the
question asked here is whether they are also marked by intonation that contrasts
with the intonation pattern for declaratives. This might seem like a pointless
question; there is no ‘need’ for an intonation contrast between declaratives and
yes/no questions in Unangan since morphology is used for this contrast; however,
in other languages, e.g. English, declaratives contrast with yes/no interrogatives
both syntactically, She went to the store. vs. Did she go to the store? as well as by
intonation contour, final fall vs. final rise.

Smoothing results in (4) do not show that yes/no interrogatives have
intonation contours that clearly pattern differently from declaratives. The
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appearance of a long, flat final word is misleading (and points out a flaw in this
word-stretching and squeezing methodology). The fourth and final word in each of
the yes/no questions is the clitic, ii. This word is very short in duration and its pitch
drops steeply in the real time of actual speech just like the final drop described above
for declaratives. C.f. (3)d and e. The fourth word question clitic appears as a flat,
near horizontal, line in the smoothed examples in (4) because its duration is
stretched.

Looking at the smoothed contours of yes/no questions in the right column of
(4), results from the first speaker, RM, suggests that downtrending of troughs is not a
feature of yes/no questions but this is not the case for the other speakers. The first
five speakers show peaks near word beginnings and troughs near word ends for the
y/n questions much like their declaratives. The sixth speaker, AK, has less dip at the
second word boundary for interrogatives than for declaratives, otherwise there is
not much contrast between his declaratives and y/n question contours. Speaker BS
has less dip at the beginning of the second word for interrogatives than for
declaratives and a noticeable peak at the end of the third word. Speaker GF has a
less noticeable trough at the end of the first and word of interrogatives; otherwise,
both his declaratives and questions can be said to be fairly flat.

There may be an intonational contour difference between declaratives and
yes/no questions in the small peak on the final syllable of the final content word of
the questions, just before the question clitic. This is most pronounced for speakers
FG, AK, BS, and GF, showing up near the end of the third word. This small peak
appears as a shoulder at the end of GR’s question (note that there is only one
question smoothed for GR.) The peak at this position does not show up in the
smoothed questions contours for RM, MM or EK but the actual pitch tracks (which
appear as dotted lines on the graphs in (4)) suggest that such peaks are produced.
However, this final syllable peak also appears sometimes in the declaratives. This is
most pronounced in the smoothed declaratives contour for AK but also appears in
the dotted data from the other speakers. Further work will establish whether there
is a correlation between this final peak and a declarative/question intonation
contrast.

The conclusion here is that there is no intonation contour contrast between
declaratives and yes/no questions with the possible exception of a small final peak
on the last content word.

4.3.2 Median pitch comparison of declaratives and yes/no questions

Since intonation contours do not seem to contrast between declaratives and
yes/no questions, we wondered whether questions are higher overall in pitch than
declaratives. Median pitches per sentence plotted in (5) show that the range of the
medians of yes/no questions is within that of declaratives; the center points are in
about the same area for each speaker.

For each speaker, pitch medians for declaratives are dispersed over a wider
range than that of questions but this may be an artifact of the data; there are more
declarative sentences than yes/no questions. The speakers with the most questions
show the least difference between the range of declaratives and questions.
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5. CONCLUSION

Each content word in Unangan is defined intonationally by its own contour, a
peak near the beginning and a trough near the end. The fact that a word-sized
domain functions as an intonational domain may be related to the morphological
structure mentioned in §1. Perhaps each word is treated intonationally as an
individual phrase within the sentence since it must have inflectional suffixes and
may have numerous derivational suffixes which provide it the potential for
standing alone as a sentence. This kind of one-to-one isomorphy between
intonation contours and each (content) word in a sentence has not been found in
Japanese (Pierrehumbert and Beckman 1988), English (Pike 1945 and numerous
others), and Bengali (Hayes and Lahiri 1991). However, in Cup’ik (Central Alaskan
Yupik), geographically proximate to and distantly related to Unangan, content words
have characteristic intonation contours (Woodbury 1993) but in Cup’ik such words
begin with troughs and end with peaks .

Unangan sentence contours are serial peak-trough word contours. These are
affected by downtrends so that sentences appear as a set of peak-trough cascades, each
peak-trough lower than the preceding one. Sentences start with a trough that may
delay the peak of the first word. Sentences end with a sharp drop. Yes/no question
contours are not markedly different from declaratives. One contrast may be in the
height of a small peak on the final syllable of the final content word of questions.
The range of median pitch for questions is within that of the range of median pitch
for declaratives.

The data analysis presented here is exploratory and incomplete. Tokens
representing many different sentences were grouped together in an attempt to detect
an overall trend. This explicitly ignores the possibility that different sentences
might have different intonation contours, and that utterances of the same sentence
by different speakers might display a common intonational pattern.

In the next phase of exploratory work, we remedy this by grouping tokens by
sentence, rather than by speaker. We are plotting utterances of the same sentence by
several different speakers together on the same plot and again applying a smoother.
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Phonetic Structures of Scottish Gaelic

Peter and Jenny Ladefoged
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1. 1. Introduction

There are probably no monoglot speakers of Scottish Gaelic (henceforth Gaelic,
pronounced galik, as opposed to gelik, which is the form of the language spoken in Ireland).
There are certainly very few fluent speakers under 60. Very little Gaelic is spoken on the Scottish
mainland, but it is more widely spoken in the Outer Hebrides, the group of islands to the North
West of the Scottish mainland.

Gaelic has a number of features of phonetic interest. The vowel system has some unusual
back unrounded vowels that are found together in less than 1% of the world’s languages
(Maddieson 1984). There are contrasts in vowel length, oral and nasal vowels, and a large number
of diphthongs. The stop system contrasts voiceless and voiceless aspirated stops in initial position,
and has voiceless stops contrasting with pre-aspirated stops in medial position; there are no voiced
stops. There are two series of stops which can loosely be called palatalized and velarized. (In
some analyses the palatalized series are regarded as sequences of p+j, b+j, etc.) The same kind of
contrast appears among the sonorants, with the additional possibility of there being plain sonorants
which are neither velarized nor palatalized. The syllable structure is of special interest as there is a
contrast between words that are clearly two syllables and those that have two vowels with an inter-
vocalic consonant, but which might be considered phonologically monosyllabic and certainly are
so in the opinions of speakers. These and other aspects of the phonetics will be discussed in this
paper.

The data for this study were collected in the neighborhood of Greater Bernera, Lewis, in
the Western Isles of Scotland. This is one of the forms of Gaelic described by Borgstrgm (1940)
in his classic work on the phonology of the language. Recordings were made of 11 speakers, 7
men and 4 women. The youngest speaker was 63, the oldest was 88. Five of the men were
between 70 and 74, the other two were in their sixties. Aerodynamic and palatographic data were
collected from one 70 year old male speaker. In addition we had access to a major collection of
palatographic data made in 1955 by Frederick Macaulay, a Gaelic speaker from South Uist,
another island in the Hebrides. The South Uist dialect is different from that Bernera, but as

Borgstrgm notes, the differences are mainly in “the phonemes chosen to make up words”
(Borgstrgm 1940:9).

Each of the 11 speakers recorded the word list given in Appendix 1. Some of the speakers
failed to produce a few of the words that were unfamiliar to them, as the list contained some words
that were no longer in common use, These words were included because, for those who knew
them, they provided the best possible examples of certain phonological contrasts. The
transcription in the second column is that typical of most of the speakers, but there were a large
number of small differences in pronunciation, some of them being due to the speaker producing a
different form of the word. Further details, together with copies of the recordings, are available on
request.

The general procedure was for KH, who is a fluent but non-native speaker of Gaelic, to
give an English gloss of the required Gaelic word, and, on some occasions, to say the Gaelic
word. The speakers then repeated the Gaelic word twice. Some of the speakers had a copy of the
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word list, so that they could read the words. In nearly all cases the style of speech was a formal
pronunciation appropriate for citation forms.

Each speaker was recorded individually on a Sony DAT recorder with a Shure noise-
canceling, close-talking microphone. All of the recordings were made in private homes, with little
background noise, except for the gale that was blowing most of the time. Despite the outside wind
noise, the signal to noise ratio was always greater than 45 dB.

1.2. Phonological inventory

Adopting a somewhat phonological stance, we can categorize the principal oppositions
among Gaelic consonants as shown in Table 1. 1

Table 1. 1. The consonants of Gaelic.

PLAIN PALATALIZED
LABIAL | CORONAL | VELAR | LABIAL | CORONAL | VELAR | GLOTTAL
STOPS P p th k' k ph pi thi ¢ khi ki
NASALS m n n
(n¥)
FRICATIVES f v S x y | f I cy
RHOTICS r (o
fY
APPROXIMANTS j h
LATERALS 1 P
¥

The plain vs. palatalized contrast is pervasive in all forms of Gaelic. Among the coronals
n, r, | there may be a three way opposition, in that a velarized form of each of these consonants
contrasts potentially with both a plain and a palatalized form. (We did not find this contrast in our
data for the coronal nasal.) In this table, the palatalized counterpart of r¥ is shown as 84, a variant
which is found in a number of Hebridean dialects of Gaelic (Borgstrgm 1940). Some speakers of
the Bernera dialect (and of the dialects on the mainland opposite Bernera) have ri, a trilled r with a
palatal fricative release. The approximant j is sometimes pronounced with a very close
approximation that may be fricative. Velar nasals are not shown in the chart as they do not occur in
underlying forms. They are found only before plain and palatalized velar consonants, as in banca
bapgka (bank) and taingeil tagikial (thankful) and in derived forms such as an gunna sagun¥a (the
gun) and an cat aghath (the cat). Also not shown are the retroflex variants of the coronals t, d. s,
n which occur before an underlying r. as in freagairt frykoat (answer), bardachd padaxk
(poetry), arsa agd (said), bearn piamn, (gap).

Gaelic has 9 vowels, each of which can be short or long. Seven of these vowels have the
qualities associated with the seven vowel systems common in many languages. To these Gaelic
adds the high and mid back unrounded vowels w and +¥, so that the complete set can be
categorized as shown in Table 1.2, The qualities of these vowels will be discussed in section 2 of
this paper.
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Table 1.2, An overview of the vowels of Gaelic,

FRONT CENTRAL BACK
ROUNDED UNROUNDED
HIGH i i u w w
MID HIGH e e o o ¥ ¥
MID LOW € € 2
Low a a

The stress and intonation of Gaelic will be discussed in the third section of this paper.

2. Gaelic consonants

Gaelic has two sets of stop consonants, one, orthographically b, d, g, is usually voiceless
unaspirated p, t, k, and the other, orthographically p, ¢, ¢, is usually aspirated p", th, kh. Each of
these stops has a palatalized counterpart (orthographically b, d, g and p, 1, ¢, followed by e or i),
so that there are also pi, ti, ki and ph, thi, kb, Intervocalically the aspirated consonants p", th, kb
and pM, th, kM are realized as preaspirated, so that they could be transcribed "p, Pt, 'k and "p/,
hti, ki in an allophonic transcription. We will begin by considering the voicing differences among
these consonants.

2. 1. Voicing

The phonetic nature of the voicing contrasts was determined by considering the onset of
voicing for the stops in initial position in the words in Table 2.1, and the offset of voicing, the
closure duration, and the onset of voicing for the intervocalic stops in Tables 2.2. The speech of
the six male and four female speakers described above was analyzed using the Macquirer computer
speech analysis system. The DAT recordings were re digitized at 22,050 Hz, and measurements
made on waveform displays supplemented occasionally by wide band (172 Hz bandwidth)
spectrograms.

Table 2.1. Words used in the investigation of VOT in stops in word initial position.

p" pana p"ana pan

t tana thana thin

k" cana kM"ana can

ph peallag pMalvak rag

th teannadh thanYoy tightening
kh ceannach kManYox buying

p baga paka bag

t daga taka pistol

k gagach kakox stammering
p’ beannachd p’‘anYoxk blessing
t) dealan t'al¥an electricity
k/ gearradh klarvoy cutting
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Table 2.2. Words used in the investigation of aspiration and closure duration in
intervocalic stops.

a'p | apag a"pak little ape
aht atadh antoy swelling
a'k aca a"ka at them

*ahpl | (not found)

a't! | aiteal a"tialY glimpse

a"k! | se taice a thug e dha tha"k’o it’s support that he gave
him

ap abaich api¢ ripe

at adag atak stook

ak gagach kakoax stammering

*apJ | (not found)
at! aideachadh at’dxdy admitting
ak/ aigeann aklonY abyss

L |
(M

0 100 200 300 400 ms
Figure 2.1. Waveform of Speaker 1 saying cana , k"ana, (can). (1) aspiration interval.

The VOT of inmitial stops was measured directly from the waveform display. The word as a
whole was first isolated as shown in Figure 2.1, and then the appropriate part of the display
(slightly more than the duration of presumed aspiration) was expanded. The interval between the
first indication of the release of the stop and the first full cycle of vocal fold vibration was
measured. Often, as in Figure 2.1, the first part of the release had a somewhat smaller amplitude
than a point about 20 ms later. But there was usually little doubt as to the moment of the release of
the articulation.

The measurements of the intervocalic stops were also made on the waveform displays, but
for these consonants, as exemplified in Figure 2.2, there was more uncertainty concerning the
correct points to measure. The preaspiration interval is indicated by (1) in Figure 2.2. The
cessation of voicing in this example was fairly easy to determine, but the beginning of the closure
here and elsewhere was often less well marked. It may be that on a number of occasions there was
incomplete closure. There are certainly some indications of noise on the spectrogram during
interval (2), which has been marked as the closure in this stop. The release of the closure was
also hard to determine. As the final syllable in this set of words was often said with even less
intensity than in the utterance in Figure 2.2, the onset of voicing was sometimes difficult to
determine. All these points should be borne in mind when considering the results reported below.
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Despite these potential problems, there is no doubt that the phonological contrast between
the two sets of Gaelic stops always depends on differences in aspiration and never on differences
in voicing. None of the speakers ever had any indication of voicing during the closure in the word
initial stops. Even in the intervocalic stops the only voicing that was ever apparent during the
closure was a few periods at the beginning in the unaspirated stops. These so-called unaspirated
intervocalic stops were in fact slightly aspirated as will emerge in the discussion of the results.

6000

5000

4000

3000

2000

1000

Hz

0 200 400 ms
Figure 2.2. Waveform and spectrogram of Speaker 1 saying aca; a"k9; (at them). (1) pre-
aspiration; (2) closure; (3) post-aspiration.

Detailed differences in VOT were investigated by analysis of variance. The word initial
stops were analyzed with VOT as the dependent variable, the independent variables being
speakers, sex, place of articulation and palatalization. For the intervocalic stops, each of the
intervals shown in Figure 2.2 was used as the dependent variable, with the same independent
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variables as for the initial stops. Post-hoc tests were made using Fisher’s PLSD. We will consider
as significant only values of p < .01, noting, when appropriate, the actual significance level
achieved. The error bars in the figures provide further data by showing 5% confidence levels.

An overall view of the VOT of the initial stops as produced by the male speakers is given in
Figure 2.3, and a similar view for the female speakers is given in Figure 2.4 The only significant
difference between the male and female speakers for the four groups of consonants shown in
Figures 2.3 and 2.4 is that the female speakers have a significantly shorter VOT (p = .0013) for
the voiceless unaspirated stops. It is unlikely that these differences are due to the particular style of
speech of the female speakers. Any stylistic difference, such as a greater overall rate of speech,
would have affected the aspirated stops as much as the unaspirated stops. It seems more
reasonable to presume that this difference has a purely physiological basis. The vocal folds will
vibrate only when they are suitably positioned and there is an appropriate airflow between them.
The male vocal folds, being heavier, take longer to commence vibrating once these conditions have
been established. Because of the difference between the male and female speakers, and the smaller
number of female speakers, only the male speakers will be considered in what follows.

There are a number of differences in VOT associated with the different places of
articulation. Among the unaspirated stops, p and k are significantly different (p < .01), but t is
not different from either. These findings are in accord with generally observed differences in VOT
due to place of articulation, as summarized by Cho and Ladefoged (1997). There are several
reasons why velar stops tend to have longer VOTs. One is that the articulatory closure involves
extensive contact between the back of the tongue and the roof of the mouth with the result that the
release of this closure is comparatively slow, sometimes involving a re-formation of the closure
and a second burst. The slow release causes a delay in the lowering of the air pressure behind the
closure, and hence a delay in a sufficient airflow between the vocal folds to enable them to vibrate.
Another cause of the longer VOT is the relative sizes of the cavities behind the closure and in front
of the closure. In velar stops the cavity behind the closure is smaller than it is for bilabial stops. As
a result there may be a higher pressure during the closure, In addition, because the mass of air in
front of the closure is larger for velar stops than for the other stops, there will be a greater
impedance to the outgoing air. Both these factors will increase the interval before there is a
sufficient flow of air between the vocal folds for vibrations to commence.

All the aspirated stops are (not surprisingly) very significantly different from all of the
unaspirated stops (p < .0001). But there is only a trend in the expected direction of velar stops
having a longer VOT than dental or bilabial stops; there are no significant differences between p",
th and kM. Apparently, in Gaelic, the aerodynamic effects of differences in place of articulation are
not significant after the comparatively long aspiration interval.

Among the unaspirated palatalized stops, p/ and ki are very significantly different, as are p¥
and t (p < .0001 in both cases); in the case of the aspirated palatalized stops, only p and th are
significantly different from each other (p < .001). The palatalized dental stops have long VOTs in
comparison with palatalized stops at other places of articulation because their articulation involves
the tongue being close to the roof of the mouth for much of the front part of the oral cavity. Thus
the outgoing air has to overcome a considerable impediment before aerodynamic conditions
suitable for vocal fold vibration can be established.
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Figure 2.3. Mean VOT in Gaelic word initial stops as produced by 6 male speakers. Error
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Figure 2.4. Mean VOT in Gaelic word initial stops as produced by 4 female speakers.
Error bars indicate a 95% Confidence Interval.
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In comparing the plain versus palatalized stops, there are no significant differences
between the plain and palatalized pairs, p and pJ, p* and pM, k and ki, and k! and k™, but t and tJ,
and t"and thi, are significantly different (p <.0001 and p = .0015, respectively). The addition of
palatalization to the dental stops adds sufficient impediment to the outgoing air (sometimes even
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causing fricative noise) so that vocal fold vibration cannot start as early as in the case of the plain
articulations.

The aspirated vs. unaspirated contrast among stops in initial position becomes transformed
into a pre-aspirated vs. unaspirated contrast in medial position. It is as if the aspiration which
occurs after the initial stops was moved earlier so that it occurs before them in intervocalic position.
These points can be observed in the aerodynamic records of Pabach phapax (person from
Pabaigh), and apak a"pak (little ape), reproduced in Figure 2.5.. The audio signal, oral air flow
and oral air pressure were captured on a Macintosh powerBook with the aid of the Macquirer
multichannel recording system. The audio recording was made by means of a microphone placed
just outside a mask that the speaker held against his face below the nose. This signal, which is
slightly overloaded (and is distorted as the sound was muffled by the mask), was digitized at
11,400 Hz. The mask capturing the flow of air from the mouth was connected to the Macquirer
transducer system, and digitized at 440 Hz. A thin tube between the speaker’s lips recorded the
pressure of the air in the front part of the mouth (but not behind the velar articulations which occur
at the ends of these words). This pressure was also transduced by the Macquirer system and
digitized at 440 Hz.

Audio

Oral
flow

p" a o Xxi a "p ak
8
Oral J——L,_Io
pressure cm
H,O
| | ] I | 1 ] | | 1 ] I 1 | ]
0 200 400 600 ms 0 200 400 ms

Figure 2.5 Aerodynamic records of speaker 1 saying Pabach p"apax (person from
Pabaigh), and apag a'pak (little ape). (See text for details of the instrumentation.)

The aerodynamic records show the build up of oral pressure for the first consonant, p".
The peak pressure is only about 5 cm H»0, considerably lower than the oral pressure for the
intervocalic p later in the same word. The small initial pressure accounts for the comparatively
small burst, which is typical of this speaker (and several of the other Gaelic speakers we recorded).
The voiceless air flow (the aspiration) lasts for about 50 ms. Later in this word, the intervocalic
voiceless unaspirated consonant, p, has two or three periods of voicing during the first part of the
closure while the oral pressure is rising. After the release there is a very short interval before
regular voicing commences. In the second word, the intervocalic stop, "p, has an increasing rate
of mean oral air flow at the end of the first vowel. During this interval of preaspiration the oral air
pressure rises slightly, but it is not until the lips close (at about 200 ms on the time scale) that the
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oral pressure rises substantially. The release of this consonant is accompanied by a very short
interval before regular voicing occurs.

Oral
flow

7 5 ik o . ]
) 200 400 600 ms
Figure 2.6. Aerodynamic and spectrographic records of speaker 1 saying am pana
amhana (the pan). Note that the spectrogram is made from an audio recording that
is somewhat distorted by the airflow mask.

When a word with an initial aspirated consonant occurs after certain closed class words
which historically ended in a nasal consonant, the initial aspirated plosive is replaced by a
homorganic aspirated nasal. For example, the phrase am pana (the pan) is pronounced as
amhAana. The articulations involved are illustrated in Figure 2.6, which shows aerodynamic
records of this phrase, made as described above. This figure also includes a spectrogram made
from the audio recording. Again it should be remembered that the audio recording is distorted by
the procedures involved in making the aerodynamic records, so the spectrogram does not show the
segments as they would normally appear. Nevertheless the combined aerodynamic and
spectrographic records make it plain that there is no oral stop in this phrase. After the initial vowel
the oral flow ceases while the nasal flow increases. The first part of this nasal flow has some
breathy voice vibrations, which cease when the oral flow starts again, somewhat abruptly, as the
lips open. This cannot be called a stop release, however, as there is still considerable nasal
airflow. As the nasal airflow decreases and the oral airflow increase breathy voice vibrations
appear in the oral airflow. The whole sequence is similar to that in the aspirated nasals in the
Tibeto-Burman language, Angami, as described by Blankenship et al. (1993).
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Figure 2. 7. Mean preaspiration for six male speakers in Gaelic intervocalic aspirated
stops.

Preaspiration is a very notable feature of Gaelic. Generally speaking, the voiceless interval
between the end of the vowel and the start of the consonant closure is considerably longer than the
aspiration in initial consonants. The mean duration of the pre-aspiration for the six male speakers
saying the words in Table 2.2 is shown in Figure 2.7. There is one difference (for which we have
no satisfactory explanation) due to place of articulation. Pre-aspiration is very significantly less
before p than before t or k (p < .0001). The palatalized stops are not significantly different from
each other, nor are the plain stops significantly different from their palatalized counterparts.
Intervocalic "pi does not occur. The large error bars associated with *ki reflect the fact that several
of our speakers had problems recognizing the only example we could find for ki after a, leaving
us with only four valid tokens. Intervocalic "ki is quite common in conjunction with other
vowels, but we wanted to keep the vowel environment the same for all the intervocalic consonants.

As we noted in the discussion of Figure 2.2, there was often some noise in the part of the
articulatory gesture that we took to be the stop closure, which caused some measurement
problems. Perhaps as a result of these problems, we did not find any noteworthy differences in
closure duration. All these stops were completely voiceless, even having a slight delay after the
release of the closure, before the onset of the voicing for the following vowel. There were no
significant differences due to place of articulation in this post-aspiration, although the trend
towards a longer VOT after velars is apparent in the data shown in Figure 2.8. As in the case of
the initial stops, only the dental palatalized stops had a strong tendency towards a longer VOT than
their counterparts (p = .0134). The difference between "k and "k did not reach even that level of
significance, perhaps because of the small number of tokens of PKi.
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Figure 2.9. Mean closure duration in Gaelic intervocalic unaspirated stops.
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In intervocalic position the unaspirated stops were completely voiceless except for a few
periods voicing at the start of the closure as illustrated by the first word, Pabach phapax (person
from Pabaigh), in Figure 2.5. The mean closure durations for these stops are shown in Figure
2.9. There is an orderly (but not statistically significant) decrease in duration from the labial to the
velar stop, which is counterbalanced by the duration of the VOT that occurs on the release of these

124



stops, shown in Figure 2.10. In these so-called unaspirated stops, k probably has more aspiration
than p (p = .0132), and also than t (p = .0298). Only the palatalized velar stops do not follow
these trends. For reasons that are not apparent to us, the closure duration of ki is very
significantly longer than that of ¢/ (p < .0006), and the VOT of ki, is significantly longer than all
the other stops (p < .01).
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Figure 2.10. Mean post-aspiration in Gaelic intervocalic unaspirated (sic) stops.
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2. 2. Palatalization

Spectrograms of contrasts between aspirated plain and palatalized stops are shown in
Figure 2.11; the unaspirated consonants are illustrated in Figure 2.12 The acoustic differences in
these stops are in the bursts and in the formant transitions. For both the aspirated and unaspirated
stops, the burst in the palatalized series have a greater intensity in the region around 3-6000 Hz.
However, probably the major cue to palatalization (we have not tested this in auditory perception
studies) is the high second formant at the beginning of the release, usually accompanied by a
lowered third formant. Vowels after palatal consonants always begin with a palatal onglide.

The lateral, rhotic and nasal coronals 1, r, n are interesting in that in the dialect of Bernera
Gaelic described by Borgstrgm (1940) each of these sounds is involved in a three way contrast.
In OId Irish there was probably a contrast between laminal dental and apical alveolar coronals, each
of which could be palatalized or velarized, giving four possibilities. If we use the dental diacritic to
mark the laminal dentals, these possibilities for the laterals would be 1Y, 1Y, 14, li. In present day
Bernera Gaelic (and in many other dialects, including a dialect of Irish Gaelic described by Ni
Chasaide, 1979), the first two of these, 1Y and I¥, have fallen together, and the palatalized apical
alveolar I has lost its palatalization. The remaining sounds are thus 1¥, 1, B, which are the symbols
we have used in describing our data. There is a similar contrast between r¥ and r, but the third
possibility is not ri but a dental fricative 8. We did not find any evidence of a contrast between n¥
and n in our data, even in the words described by Borgstrgm (1940) as having these sounds; there
was, however, the contrast between n and nd.

In our analysis of the laterals we found exactly what Ni Chasaide (1979) had found many
years previously in her investigation of Irish. We examined spectrograms of the words in the
upper part of Table 2.3, showing the three laterals in initial and medial position. All of our
speakers produced these laterals with markedly different second formants. The second formant had
the lowest frequency for 1Y, an intermediate frequency for 1, and the highest frequency for H.
Spectrograms of one set of tokens from speaker 1 are shown in Figure 2.13. The variations in the
second formant frequency are probably associated with a high back position of the tongue for 1Y, a
neutral position of the body of the tongue for 1, and a raised position of the front of the tongue for
L.

Table 2.3. Words used for spectrographic analysis of laterals and rhotics.
INITIAL MEDIAL
I¥ | latha IVa-3 day balla pal¥o wall
1 leat-sa la"tsa with you baile palo town
[} leannan PanYan sweetheart caillidh k"ali lose (future tense)
r¥ |rathad r¥a-ot road bearradh | p'arYoy shearing
r |[rnn rain’ did aran aran bread

A similar analysis was conducted for the rhotics in the words in the lower part of Table
2.5. The third possibility, the palatalized rhotic, was not included in the spectrographic analysis, as
it is realized as a palatalized dental fricative. The findings were similar in that the second formant
had a lower frequency for r¥ than for r for all eight male speakers. The third formant was also
significantly lower for initial r¥, but not for medial r¥. Both initial rhotics were approximants with
voiceless onsets, and could be symbolized as J¥ and 1 in a narrow transcription. The medial
rhotics were both voiced taps that could be symbolized r¥ and r. Spectrograms of one set of tokens
from speaker 1 are shown in Figure 2.14.
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Figure 2.11 Plain and palatalized aspirated consonants as spoken by speaker 1.
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Figure 2.12 Plain and palatalized voiceless unaspirated consonants as spoken by speaker 1.
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Figure 2.13. Spectrograms illustrating the contrasts among the three laterals in initial position
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Figure 2.14 Spectrograms illustrating the contrasts among the three laterals in initial position (left-
hand column) and medial position (right-hand column).

We have some palatographic data on one of our speakers, enabling us to describe the
articulatory differences in some of these sounds. We were also given access to a set of palatograms
made by Frederick Macaulay in 1955. These palatograms, which are of very high quality, have
not been analyzed to any great extent. Macaulay’s Gaelic is slightly different from that spoken in
Bernera, where our recordings were made, in that he was a native of South Uist. But judging
from the limited number of palatograms we made of one of our speakers it appears that there are no
substantial differences in the consonantal articulations. Borgstrgm (1940) indicates that the
differences between the two dialects are more likely to be in the distribution of the phonemes (i.e.
in which words particular phonemes occur) rather than in their phonetic realization.

Macaulay's palatography database contains no minimal pairs establishing the contrast in
palatalization. This is partly because palatalized consonants are associated with front vowels and
non-palatalized consonants with back vowels. In addition, Macaulay limited his palatographic
investigation to words in which there was only one consonantal contact, so as to ensure a clear
view of the articulation of that consonant. This prevented him from using some of the words we
used in our acoustic investigation, such as PBan¥an leannan (sweetheart). His database has no
examples of U. Tllustrations of the contrasts between 1Y, I are shown in Figure 2.15. The most
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apparent difference is in the amount of articulatory contact with the teeth. The teeth have been
wiped clean in IVa:v lamh (hand), but there was no contact between the tongue and the teeth in
lem leum (jumped). We may conclude that 1Y has a laminal denti-alveolar articulation and I an
apical alveolar articulation. There is no sign of the raising of the back of the tongue in I¥, perhaps
because the tongue has been narrowed for the lateral articulation. But in 1 the front of the tongue
is raised so that more of the palate alongside the molars has been contacted. All 13 examples of I¥
in Macaulay’s palatograms show clear evidence of the tongue having contacted the teeth so as to
form a denti-alveolar articulation. In all 15 examples of | the teeth remain untouched, confirming
the apical alveolar articulation of this sound.

1¥a:v lamh lexm leum
Figure 2.15. Palatograms (made by F. Macaulay) illustrating the laminal denti-
alveolar articulation of IY and the apical alveolar articulation of 1.

3.1 Gaelic vowels

As mentioned section 1, Borgstrgm (1940) describes the Bernera dialect as having nine
short and nine long oral vowels as shown in Table 1, He makes the point that the labels ‘back’ and
‘front’ are “to be taken in their phonological, and not in their strict phonetic sense”. In particular,
“the phoneme u(y) is realized either as a pure back vowel u, or as a back-mixed i.” (Borgstrgm
(1940:11). Later he notes: “There are several varieties of u sounds in the dialect. The most frequent
sound is the one I write o, w:; its point of articulation is not strictly back, but rather between back
and mixed and very narrow; the lips are rounded though not protruded”. Borgstrgm also notes
that these vowels exhibit a noticeable amount of contextual variability. He points out that there are
more rounded versions of the same vowel occurring “in the neighborhoods of the consonants x, 1,
R, ¥, and the cerebrals g, n [IPA d, nJ; ... these two sounds, u and W, are strikingly different
from each other, and the difference is perceived by many native speakers.” (Borgstrgm (1940:32).
He also notes that “The articulation of A [IPA wi] varies a good deal according to its surroundings.
Before palatal consonants most people use a very high and narrow articulation with a tendency to
glide from the back-flat into a mixed position; before non-palatal consonants the articulation is
often rather open.” (Borgstrgm (1940) , p. 35.)
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One of the more interesting aspects of Borgstrgm’s description is the claimthat this dialect
has two non-low back unrounded vowels, wi(:) and ¥(:), in addition to the high back rounded
vowel u(:), for both the short and long vowel series. According to Maddieson (1984) non-low
back unrounded vowels are quite rare, and are found in less than 1% of the world’s languages.
Maddieson (1984) lists 20 languages that have unrounded high back vowels. Of these 20, 8 have
only an unrounded high back vowel w, while 12 have both rounded and unrounded high back
vowels, u and wi. Only one language (Apinaye) is classified as having two back unrounded
vowels, with an inventory containing the mid back unrounded vowel ¥ as well as the high back
unrounded w.

A primary purpose of this section is to see if there is a clear distinction between the high
non-front rounded vowel u and the high non-front unrounded vowels wi and 7, for both the short
and long series. To this end we present plots of formant values from 7 male speakers’ vowels, and
we discuss statistical analyses of measurements of the non-low back vowels. If, as Borgstrom
indicates, there are indeed nine distinct vowels in this dialect, then we would expect to see nine
relatively distinct areas in the vowel space for both long and short vowels.

3.2. Short Vowels

Table 3.1 lists the words used for investigating short vowels. As far as possible, we tried
to elicit each vowel in two environments: (1) following an initial alveolar consonant; and (2)
following an initial bilabial consonant. The environment following the test vowel was not
controlled. We were unable to find a well-known bilabial environment for the short vowel w so
this word was elicited in word-initial position.

Table 3.1. Word-list used for investigating short oral vowels.

i (cha) tig (xa) ikl won’t come
i binneas pipoas harmony

i biodag pitak dagger

e deireadh tiedioy end (noun)
e beinne pend mountain

e beithe pehoa birch tree

€ dearcadh tierkoy looking

€ beatha peha life

€ bean pen woman

€ beadaidh peti ill-mannered
a tagsaidh thaksi taxi

a bannag pan¥ak new year’s cake
a badan patan little sod

p) toddy thodi toddy

) tocasaid thobksati barrel

) bonnach ponYax scone

d bodach potox old man

0 togail thokal lifting

o bogadh pokoy soaking

¥ tagh thyy choose

€ beagan pekan a little

u tugainn thukipn come on!

u bun pun foot (of hill)
u buideal putialY bottle
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w turadh thwiroy dry weather after wet
w uinneag wpak window

In general, a token was included in our analyses if it was clear that the speaker had
correctly identified the word, and if there was no hesitation over its pronunciation. While we had
hoped to elicit each vowel in the context of both a preceding bilabial context and a preceding
alveolar context, we were unsuccessful in the case of the vowel ¥, where speakers consistently
produced the word ’beagan’ as pekan where we had expected py¥kan. This word is shown in the
list in Table 3.1 in the order appropriate for an ¥ vowel, but the tokens were categorized as
containing €. There were a few other anomalous pronunciations. Speaker 2 produced both tokens
of dearchadh as tarkay, where tierkay had been expected. The near-homophonous pair beithe
peh- beatha peh led to some speakers pronouncing the wrong word. If they were corrected by
KH, and repeated the correct version, only the correction was taken. There were also other
occasional confusions, such as in the case of the word bonnach which appeared as panYax or
pan¥ax. Only if it was clear that the speaker was producing the correct word was it included. For
many speakers the word beadaidh peti did not seem to be well-known and led to a variety of
pronunciations, and was thus rejected for four of the speakers. Rejections of this type were more
common when speakers were reading the word, rather than repeating it after hearing it said. In
general, any token where the speaker was unsure of the pronunciation was rejected. After all
dubious tokens had been omitted, there were a total of 349 reliable short vowel tokens for analysis
from a possible 382.

Measurements were made from the 7 male speakers’ recordings. The DAT recordings
were low-pass filtered at 7,800 Hz and re-digitized at a sample rate of 16,000 Hz. The data was
examined with the use of XWaves software from Entropics, run on a SUN workstation with a
UNIX-based operating system. Waveforms and spectrograms were used to delimit the test vowels.
Vowels were judged to begin at the release of the previous consonant (as it appeared on the
waveform), and to end at the beginning of the closure for the following consonant. Formant
measurements were taken at the midpoint of each vowel, and were estimated automatically from
LPC power spectra (with a 25 ms rectangular window and an analysis order of 18). The LPC
formant values were checked by eye using the relevant power spectra in conjunction with wide-
band spectrograms. One dubious token was rejected because the formant values obtained from the
LPC analysis were not relatable to what was observed on the spectrogram.

The mean formant values are given in Table 3.2, and a plot of the overall vowel space in
the post-alveolar environment is presented in Figure 3.1. In this and subsequent figures the
vowels are plotted with the second formant (F2) on the abscissa and the first formant (F1) on the
ordinate, using a Bark scale which reflects perceptual distances. The ellipses enclose all vowels
within two standard deviations of the mean. The vowel symbols are at the centers of the ellipses
except for u, which is placed outside the ellipse as otherwise it would have been on top of w.

Table 3. 2 Mean formant values (Hz) and standard deviations (s.d.) for short vowels
in the post-alveolar context

VOWEL F1 S.D. F2 S.D.
i 346 35 2077 91
e 415 29 1896 41
€ 579 39 1690 109
a 652 35 14477 94
) 569 52 1082 124
0 496 44 985 72
u 405 39 1427 92
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Figure 3.1. The first and second formants of Gaelic vowels following an alveolar
consonant as produced by 7 male speakers of Gaelic. See text for a description of the axes
and the form of the plots.

For the most part, the pattern for each speaker is well represented by the pattern for the
means, as indicated by the large vowel symbols. The overlap between ellipses is largely due to the
constant displacements that are a function of individual vocal tract size and shape. While most of
the vowels are reasonably distinct, this is far from true for the vowels u and w which are virtually
completely overlapped. The other back unrounded vowel, v, is positioned in the middle of the
vowel space, and overlaps with some of the tokens labeled as wt and u. The spaces for these
vowels will be discussed in greater detail below, but before we do this there are some other cases
that are worth commenting on.

The high front vowels are close together. In vowel plots for the speakers individually (not
included in this paper), tokens of i and e overlap for every speaker except speakers 2 and 3. As
predicted by Borgstrgm (1940), there is a small amount of overlap in the spaces for a and €. This
is due to the word dearcadh. As we have noted, the vowel produced by speaker 2 in this word
was classified as an a, based on its auditory impression, and confirmed by visual examination of
the plot. But although he was the only speaker whose vowel we decided to reclassify, all the other
speakers produced their lowest tokens of € (highest value of F1) in this word. Borgstrgm (1940)
specifically refers to such cases “The articulation and acoustic impression of the & -sounds cover
an area between a and e, which gives room for several varieties (p.27)”. According to our
analysis, the vowel should be classified with the € tokens for all speakers except for speaker 2.

Some of the other overlaps were also due to particular words. The o vowel in bonnach,
panY¥ax is lower than might be expected. Two speakers originally said this word as pan¥Yax before
noticing that a different word had been requested. But even after their original pronunciations had
been discarded, and only the corrected tokens included in the analysis, there was still overlap with
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the a tokens in other words. The o vowel also varied in another way. The tokens of this vowel in
tocasaid, thotksat), were all produced closer to o.

We will now consider the high, non-front vowels. Of particular interest is whether there is
a clear difference between the u and wr tokens. If a language has two distinct vowels, w and u,
then we would expect their formant values to be statistically different. In this case we might expect
that the F2 for u should be lower than fo w, as lip-rounding effectively increases the length of the
vocal tract, thus lowering the formant frequency. Similarly, any difference between w and ¥
should at least show up as a difference in height, expressed by a difference in F1.

As only the alveolar environment had a full set of tokens for comparison, a repeated
measures ANOVA was run for just those tokens presumed to contain u and w occurring in that
environment. The results are shown in Table 3.3.

Table 3.3. Repeated measures ANOVA, for w versus u with each of the formants as
dependent variable.

u MEAN w MEAN F(8,48) D
F1 405 405 0.071 n.s
F2 1427 1433 0.168 n.s.
F3 2110 2232 5.88 <0.01

The difference in F3 may be partly attributed to the difference in the segments following the
vowels. The word containing u was fugainn, tPukin, ‘come on’, and that for wt was furadh,
thwiray, ‘dry weather after wet’. A velar consonant thus followed u, which could lead to a lower
F3 by the end of the vowel in comparison to the w tokens which had a tap (or alveolar
approximant) following the vowel.

The plots and statistical analyses of the non-low vowels in the alveolar environment might
be considered to indicate that the tokens which we had originally classified as wi (following
Borgstrom’s description) were actually pronounced as u. However, a different conclusion
emerges when we consider some of the speakers as belonging to different groups, and consider the
pronunciations of separate words. An examination of the supposed w tokens indicates that all
speakers produced the vowel in turadh, supposedly thwiray, in a similar way to the u vowel in
tugainn, thukip, apart from the F3 difference mentioned above. We may therefore say that ruradh,
is now pronounced as thuray. However speakers behaved in different ways when it came to the
other tokens originally taken to be examples w.

We will discuss first a group of speakers which we will call the separating group,
consisting of speakers 1, 4, 6 and 7. This group produced tokens of what had been thought of as
w in two different ways. Like all the other speakers they produced an u vowel in turadh,
Moreover it was still true for this group that only F3 was statistically different for the first vowels
in tugainn and turadh (F=12.8, p<0.05), in keeping with the results for the speakers as a whole.
But this group produced all tokens of the vowel in uinneag , (supposedly wipak), in a similar way
to the tokens of ¥ (as in tagh, ty). We may therefore say that for these speakers uinneag is now
pronounced as ¥pak, Figure 3.2 shows a plot of the relevant vowels. The ellipse enclosing the
vowels inuinneag is close to the ellipse for the tokens of ¥ (as in tagh, t¥), and the ellipse for the
vowels in turadh overlaps with that for u (as in tugainn thukip).
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Figure 3.2 Ellipses enclosing the u vowels in tugainn thukin and the ¥ vowels in tagh, t¥,
as produced by all speakers. Within each of these ellipses the slightly smaller ellipses
enclose the vowels in turadh , thwray, and inuinneag, ¥pak, as pronounced by speakers
1,4,6 and 7. The front vowels i and e are also shown so as to provide reference points.

There is also what we may call a non-separating group, consisting of speakers 2 and 3 who
produced what was expected to be w in much the same way as u in all cases: the vowels in both
turadh and uinneag were like those in tugainn, bun and buideal. For the alveolar environment,
there were no statistically significant differences between what was expected to be w and u for any
of the formants, so it does seem that for these speakers, w has completely merged with u. Figure
3.3 shows the vowels u, ¥ and what was expected to be w for these two speakers.
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Figure 3.3. Vowel spaces for the vowels u, ¥ and what was expected to be w for speakers
2 and 3. The front vowels i and e are also shown so as to provide reference points.
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Speaker 5 did not fall clearly into either of the two groups. He produced a distinction
between w and u, so could perhaps be classified as a ‘separator’. His vowel space for u, ¥ and
what was expected to be w is shown in Figure 3.4. Two of the tokens fall within the u region,
but the tokens from uinneag are more fronted towards €, rather than lowered towards ¥ as in the
separators group.
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Figure 3.4. Vowel spaces for the vowels u, ¥ and what was expected to be w for speaker
5. The front vowels i and e are also shown so as to provide reference points. The four
tokens of what was expected to be w are enclosed within one ellipse. Two of these tokens
are within the u ellipse.

Summarizing our findings for the high back and central short vowels, the evidence
presented here does not support the view that the short vowels wr and u are distinct for these
speakers, at least in the alveolar environment. There were two different patterns of behavior, which
we loosely labeled ‘separators’ and ‘non-separators’. For the separators, vowels that were initially
classified as wr could be said to have merged with u in some words, and with ¥ in other words.
For the non-separators, nearly all the original wr vowels have merged with u. We should also note
that the combined w and u vowel space has a higher value for F2 than might be expected,
indicating that this remaining high back vowel is either further forward or has less rounding than a
cardinal u vowel. In any case, it is clear that for short oral vowels, there is no evidence for a
distinction between two high central or back vowels in this dialect.

The analysis by Borgstrgm (1940) was a detailed one, and various possibilities are
available to explain why our findings are different. First and foremost, we might have found a
distinction if we had used other vowels. However, assuming our data is representative of the
dialect as a whole, the lack of a contrast between w and u may not be surprising given the relative
rarity of back unrounded vowels in the world’s languages. But how is one to explain the separate
groupings of speakers? Examples that Borgstrem (1940) described as wi seem to have different
realizations for different speakers. The separators split the w tokens by height, patterning tokens
from turadh with u, and tokens from uinneag with ¥. The non-separators, on the other hand,
merged all tokens along with u. On further investigation, it turns out that the non-separators were
the speakers that had had most exposure to English, one being born in England, and the other
having been away from the area for a substantial period of his life. English does not have a
distinction for roundedness in back vowels. The w vowel historically present in this dialect has
either disappeared, or is in the process of being ‘split’ so that it merges with nearby vowels. Under
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this scenario, Separators are the people who split the w vowel (which was once in between u and ¥
in terms of the vowel space) merging it with nearby vowels without the roundedness distinction.
The nearby u and ¥ vowels act as ‘magnets’ for the new realizations. Support for this notion
comes from three areas:

Firstly, with the exception of speaker 5, the vowels that were classified as w pattern with
one or the other of u or ¥ rather than falling in between the two areas. The non-separators produce
all their tokens like u. If they really are more English-oriented in their phonological system, this
may not be surprising, as English high back vowels are somewhat rounded by default.

Secondly, speaker 5 also seemed to split the wi tokens, but along a front-back dimension
rather than a height one. Assuming that a w vowel would be situated in between €, u and v, it is
conceivable that a disappearing wi vowel could be attracted towards these vowels. In cases where
the vowel moved frontwards, the unrounded nature of the vowel would have been maintained, as
is typical for front vowels. In other speakers (the separators), the vowel split along the height
dimension. This might be further evidence that nearby vowels act as magnets for the w vowel.

Thirdly, we must remember that Gaelic is in serious decline. Studies such as that by
Dorian (1978) on East Sutherland Gaelic show how English has deeply affected the language. Our
Bernera speakers did not have the syntactic and morphological influences reported by Dorian, but
they may have been influenced by English in more subtle ways. Perhaps it is no surprise that the
English vowel system, which has no roundedness contrasts, is affecting the Gaelic one. This may
be especially true for speakers who have been bilingual from a very young age, perhaps since
birth. Speakers may be adopting English vowel qualities and contrasts.

Finally in this discussion of the short vowels, we must again note the very real possibility
that the word set we used may have simply been inadequate. There may be several sets of words
showing a three way contrast between u, wr and ¥, but we just didn’t use them.

3.3. Long Vowels

Table 3.4 shows the elicitation list for the words containing long vowels. As for the short
vowels, we tried as far as possible to elicit each vowel in two environments: (1) following an initial
alveolar or palatalized consonant, and (2) following an initial labial consonant. This proved
difficult for €1, perhaps not surprisingly, as Borgstrom describes €: as being fairly rare. We also
did not expect to find a common post-alveolar instance of ¥I, although it turned out that all our
speakers pronounced daoine with ¥: instead of the expected wu.

In general, the environment following the test vowel was not controlled. For u:, we
included contexts which were expected to elicit the default (more front) articulation as well as the
more back allophone which occurs in front of retroflex allophones such as t, n, The more front
(default) allophone is transcribed as u:, and the back allophone as u: . Some of the words were
elicited only for a subset of speakers; these are listed in Table 3.5. These words were not part of
the original set, but were thought of during the course of the fieldwork, and were added in an
attempt to have more examples of the back, non-low vowels.
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Table 3.4. Word-list used for investigating long oral vowels.

i diobhairt tiivot vomit

e eud e:t zeal, jealousy
i dinnear tli:njor’ dinner

i biodach piitox tiny

e: deineas tiemnias vehemence

e beudach pe:tax harmful

€ néamh nigv heaven

€! chab’e xa be: it wasn’t

€! Gaidheal ke:-alY Gael

a: dearrsadh tiarrsay shining

al baidse pa:tis musician’s fee
3! Deorsa 15189 George

J! boid pa:t) oath

o! dednach tioinax willing

o! bo po: COw

¥ foghlam fy1Yom education

¥ adhbhar ¥IVor reason

u: dilrrais thwrif secret

u buth pu: shop

u: duirn tuin, fists

u: buird pu:f tables

w daoine tyinid people

w baothair pui:hadi idiot

Table 3.5. Supplementary word-list used for investigating long oral vowels.
u uradh wray making new
w saoradh SULray freeing

w faoileag furlak seagull

w: faobhar funvor edge of blade
¥ adhradh ¥Irdy worshiping
w faolainn furlvini exposed beach
w: faoilleach fur:lox January

Measurements and criteria for including tokens in the analyses were made as described for
the short vowels. There were only a few elicitation problems. Speaker 2 produced the first vowel
of deineas as i: instead of e: as expected, and all speakers produced the first vowel indaoine as ¥:
instead of wi (judged auditorily and confirmed by looking at the plots). The categorization of
these vowels was changed accordingly. We failed to elicit any tokens of baothair for speaker 2.

The vowel space representing the long vowels in Table 3.4 is shown in Figure 3.5. As in
the case of the short vowels, the pattern for each speaker is generally well represented by the
pattern for the means, indicated by the large vowel symbols, with the overlap being largely due to
properties of the individual vocal tracts. The overall pattern is much as one might expect, with the
possible exception of the placement of the back vowels u:, ur and ¥:. It must be remembered,
however, that this is a plot of the acoustic properties of vowels, which is similar to the traditional
vowel chart only for front unrounded and back rounded vowels.
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Figure 3.5. The long vowels in the words in Table 3,4 as produced by 7 male speakers of
Gaelic.
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Figure 3.6. The vowels w: and ur: in uradh wiray and saoradh sunray as produced by
speakers 1-6 (upper pair of ellipses), and w: and ¥: in various words as noted in the text
(lower pair of ellipses.

For most of the speakers, the non-low non-front vowels wi: and ¥: are clearly distinct from
each other as well as from the front and back allophones of u:. However, some of the speakers
pronounced words with the spelling ‘a0’ (used to elicit the w: vowel) with a high F1, making
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them more similar to ¥:. This was true for speaker 2’s faobhar and speaker 3’s faolainn. A
striking difference between the plots for the short vowels vs. long vowels is that long €: is much
higher than its short counterpart, and overlaps in many cases with ez . We also noted that speakers
4, 6, and 7 produced the first vowel in the word deonach (classified as o) with a much higher F1
than in their renditions of the o: in bo, possibly due to the following nasal consonant. This vowel
has not been included in the plot in Figure 3.5.

Statistical analyses of subsets of the non-front vowels were conducted to confirm that wu,
¥: and w: are indeed separate categories for speakers of the Bernera dialect. First, we compared the
near-minimal pairuradh wiray and saoradh surray for the six speakers who had instances of both
words (speakers 1-6). The vowels in these two words are represented by the upper two ellipses in
Figure 3,6.

The ellipses for u: and wi: show some degree of overlap, and indeed, the formant values
for Speaker 1’s ui: and u: are almost identical. However, even when including this speaker in an
analysis across all six speakers, the vowels are distinct (p < 0.05). Repeated measures ANOVAs
with Vowel (w: vs. w) as a within-speakers factor are shown in Table 3.5

Table 3.5. Means in Hz and standard deviations (in parentheses) from a repeated measures
ANOVA, for wx vs. ur with each of the formants as dependent variable.

U MEAN (S.D.) Jur MEAN (S.D.) |E(1,5) P

Fl 332 (21) 356 (36)]6.61 < 05
F2 1450 (178) 1673 (39)]8.18 < 05
F3 2063 (74) 2183 (94)[22.99 < 05

The wi: vowel thus appears to be slightly lower and less rounded (and/or more front) than u:.
Examination of the plots for the individual speakers (not included here) indicates that the two
vowels are more distinct for some speakers than for others.

Table 3.6. Means in Hz and standard deviations (in parentheses) from a repeated measures
ANOVA, for w: vs. w1 with each of the formants as dependent variable.

w: ¥l p
saoradh surroy adhradh ¥iroy F (1,2)

F1 356 (44) 481 (31) 39.83 < .05

F2 1700 (103) 1433 (43) 17.36 n.s

F3 2195 (91) 2251 (34) 1.0 n.s
faobhar furvar adhbhar vivar: F (1,5)

F1 386 (53) 468 (27) 12.83 < .05

F2 1657 (84) 1393 (107) 41.88 < .001

F3 2221 (226) 2324 (91) 2.52 n.s
faolainn fuul¥ini foghlam f¥:1¥Yom F (1,1)

F1 393 (79) 517 (47) 12.25 n.

F2 1453 (264) 1171 (41) 1.71 n.

F3 2162 (115) 2354 (67) 3.76 n.

There were three near-minimal pairs illustrating the difference between w: and ¥: : saoradh
suray and adhradh viray (for speakers 3,4, and 6); faobhar funivar and adhbhar vivar , for speakers
1-6, and faolainn funl¥ind and foghlam f¥:1¥am for speakers 3 and 6. Results from repeated measures
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ANOVAs with Vowel (u: vs. ¥1) as a within-speakers factor are shown in Table 3.6. These means and
the data in Figure 3.7 show that the wi: vowels are higher (lower F1) and more front (higher F2) than ¥:.
The statistical tests for faolainn vs. foghlam did not show a significant difference, probably because of the
small number of tokens (4 tokens of faolainn vs. 6 tokens of foghlam) that went in to the analysis, and
also because speaker 3’s faolainn showed a relatively high F1.

Taken all together, the plots and statistical tests suggest that for some speakers at least, there are
indeed 9 distinct long vowels, as noted by Borgstrom (1940). These vowels include two non-front non-
low back unrounded vowels, wi: and ..

4. Gaelic syllable structure

One of the most interesting aspects of Gaelic phonology is the syllable structure. It is often
hard to say how many syllables there are in a word. Epenthesis occurs as a fairly general process,
inserting a vowel following the initial stressed syllable whenever certain consonantal sequences
follow, and perhaps adding another syllable. For example, the word carbad (coach) is pronounced
as karabad, with three distinct vowels. But native speakers think of this word as two syllables
rather than three. A number of words that were historically one syllable now seem like two,
because of the insertion of a vowel between two consonants. Thus the second vowel in balg
pal¥ak (belly) was inserted to break up the final consonant cluster which is still reflected in the
spelling. The question at issue is how these words differ from other words such as palY.ak
(skull) which is spelled ‘ballag’ and is historically two syllables. In transcribing these pairs of
words we have marked a syllable break in words such as ballag pal¥.ak (skull) by using the IPA
symbol for a syllable division, a period. We have not marked a syllable break in the words with
epenthetic vowels, such as balg pal¥ak (belly), which native speakers of Gaelic regard as
monosyllables. In linguistic terms, we might consider the words with an epenthetic vowel to have
something akin to a consonantal interlude (Hockett 1955) rather than a syllable break. As has been
noted elsewhere (Ladefoged 1971, 1995), the concept of a syllable cannot be easily defined in
phonetic terms. Syllabicity is a phonological property, an organizing principle, and may not be a
phonetically observable feature.

The distinction between words with epenthetic vowels and similar words with two
underlying vowels has a number of implications for phonological theory. Borgstrgm (1940) takes
a different view from that suggested above, in that he regards both balg pal¥ak (belly) and ballag
pal¥.ak (skull) as having two syllables. He suggests that the contrast between them arises
because the consonant is the onset of the second syllable in the words with an epenthetic vowel,
whereas in the regular two syllable words there is backwards syllabification, in that the intervocalic
consonant forms the coda of the first syllable. Using IPA symbols, he would presumably
transcribe the examples we have been discussing as balg pa.l¥ak (belly) and ballag pal¥.ak
(skull).

This is a complex topic which is currently being investigated by Mark Ellison and Kevin
Hind. As they point out “Borgstrgm’s claim has been accepted widely in the phonological
literature dealing with syllable structure (Kenstowicz and Kisseberth 1979, Clements 1986, Bosch
1988, Goldsmith 1990, Bosch 1995). In fact, articles which reference backwards syllabification
in Gaelic exclusively cite Borgstrgm and ... the claim of backwards syllabification in Gaelic
therefore depends solely on the fieldwork of Borgstrgm.” (Ellison and Hind, p.c.; we should note
that Bosch has considerable fieldwork data of her own.)

Although our field recordings contain examples of epenthetic vowels corresponding to 8 of
the 9 short vowels, we will report here only preliminary observations of the contrast between balg
pal¥ak (belly) and ballag pal¥.ak (skull). We must await the results of Ellison and Hind’s more
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extensive work on this topic before we can fully evaluate Borgstrgm’s proposal that the consonant
in ballag pal¥.ak (skull) is part of the first syllable.

The most noticeable difference between these two words is in the pitch pattern. Figure 4,1,
shows the pitch of theses two words as produced by speaker 2, the speaker who made the clearest
distinction. As may be seen, the pitch in the second part of the word balg pal¥ak (belly) is higher
than in ballag pal¥.ak (skull). In the first word the pitch rises 15 Hz during the last vowel; in the
second word it falls 50 Hz during the corresponding period.

150F 45 w,— % I
-50 Hz
100}
<4—
balg ballag
Hz

Figure 4.1 Pitch curves illustrating the differences in pitch in the words balg pal¥ak
(belly) and ballag pal¥.ak (skull) as spoken by speaker 2.

The pitch does not always rise for the one word and fall for the other, as it does for the
examples shown in Figure 4.1. The words in our data set were always elicited within a word list,
and were colored by whatever list intonation pattern the speaker used. All of our speakers had a
rising pitch in balg pal¥ak (belly) and one of them had a rise, a smaller one, in ballag pal¥.ak
(skull) . The remainder had a fall in this word. Every speaker used pitch to distinguish between
these two words, although sometimes, as in the case of speaker 4, the difference was small.
Figure 4.2 compares the pitch changes in the second part of each of these two words as produced
by the six male speakers for whom we have valid data. The height of the bar represents the
difference in pitch as measured at the onset of the final vowel, immediately after the lateral, and the
offset of this vowel, just before the final stop.

An extensive investigation of the phonetic facts underlying contrasts involving epenthetic
vowels produced by one speaker has been made by Bosch and de Jong (1997). They analyzed
recordings made during the course of fieldwork, and noted not only pitch differences similar to
those we have been describing above, but also differences in the relative lengths of epenthetic and
other vowels. They suggest that “the epenthetic vowel is the head of an exceptionally stressed
syllable in an otherwise fixed-stress quantity-insensitive system.” On the basis of their work it
certainly appears that epenthetic vowels might add an extra syllable to a word, and this syllable
could be said to carry a pitch accent. But it is also possible to interpret their findings within an
analysis that regards an epenthetic vowel as an additional vowel within the same syllable.
Moreover there is further evidence for thinking that the epenthetic vowels do not constitute separate
syllables.
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Figure 4.2. The extent of the rise or fall in the second vowels in the wordbalg pal¥ak (belly) and
ballag pal¥.ak (skull).

A further feature of Gaelic is that there is another set of words in which there are questions
concerning syllable structure. These words illustrate what might be considered the reverse of the
previously discussed situation, the loss of a consonant between two vowels, as in dubhan tu.an
(hook), which contrasts with duan tuan (song). We have transcribed the first of these two words
as if it were two syllables, and the second as one, which is the intuition that native speakers have
about them. Interestingly, these two words have very similar pitch differences to those between
ballag pal¥.ak (skull) and balg pal¥ak (belly). Figure 4.3, shows the pitch curves for speaker 2.
It is difficult to say where the second vowel begins in each of these words, but in so far as we can
make a judgment it appears that the pitch rises in the second part of the monosyllabic word duan
tuan (song), and falls during the corresponding part of dubhan tu.an (hook), which speakers
regard as disyllabic. Figure 4.4 shows the results for the six speakers saying these words. As in
the case of balg pal¥ak (belly) and ballag pal¥.ak (skull), each of our speakers had a greater fall in
pitch on the second part of the word that was clearly two syllables, dubhan tu.an (hook), than on
the monosyllabic form duan tuan (song).

200
_>
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Figure 4.3. Pitch curves illustrating the differences in pitch in the words duan
tuan (song) and dubhan tu.an (hook) as spoken by speaker 2.
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Figure 4.4. The extent of the rise or fall in the second vowels in the words duan
tuan (song) and dubhan tu.an (hook)

Finally, we will consider briefly a pair of words in which the first is plainly a single syllable
with a long vowel, and the second has two adjacent vowels that form two syllables: bo po: (cow)
and bogha po-o (underwater rock). Here, again, the one syllable word has less of a fall than the
two syllable word, when said in this particular elicitation context. For the speaker we have been
illustrating, speaker 2, there is a pronounced rise on the monosyllabic word and a rise fall on the
two syllable word, as shown in Figure 4.5.
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Figure 4.5. Pitch curves illustrating the differences in pitch in the words bo po:
(cow) and bogha po-o (underwater rock) as spoken by speaker 2.

The analysis of both epenthetic and elided vowels outlined above is very much in
accordance with that suggested by Clements (1986), who regards words such as ballag pal¥.ak
(skull) and dubhan tu.an (hook) as having underlying syllabification, and words such as balg
pal¥ak (belly) and duan tuan (song) as having surface syllabification. We are not sure that there
is any need to make the distinction in this way. We would rather just say that ballag pal¥.ak
(skull) and dubhan tu.an (hook) are two syllables, and balg pal¥ak (belly) and duan tuan (song)
are monosyllables. But however this is phrased, it is clear that this is just one of the many aspects
of the phonetic structure of Gaelic that makes it a fascinating language, with many properties of
interest to both phoneticians and phonologists.
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Gaelic word list

This word list, together with some notes made on our fieldwork computer, is provided for
the use of other researchers who wish to use our recordings. We attempted to find words
illustrating consonants preceding a in initial and medial position, and vowels after labials and
coronals. Examples of some salient allophones and certain prosodic features were also sought.
The sound being exemplified is listed in the first column. Gaps have been left where we were
unable to find a suitable word.

Because the list evolved during the course of the fieldwork, the order in which words
appear is not entirely logical, in that words were added at the top or bottom of various sections as
convenient. This order has been maintained here so as to make it easier to find words on the
recordings. Some of the speakers did not know some of the words, and the list should not be
regarded as an accurate transcription of any particular recording.

Consonants

mi meairleach miailox thief

mJ mealladh mial¥oy deceiving
p" pana phana pan

p" Pabach ptapax person from Pabaigh
p" apag a"pak little ape

th tana thana thin

th tagairt thakof claim

th atadh a"toy swelling

k" cana ktano can

k" cagair krakod whisper

kb aca ahko at them

P bad pat sod

p baga paks bag

p abaich apic ripe

t dad tat anything

t daga tako pistol

t adag atak stook

k gad kat with

k gagach kakox stammering
k agairt akof claiming
ph peallag phialvak rag

phi peann pMaunY pen

phi no medial pM (= bpi)
thi teannadh thianYay tightening
thi teallach thialvax fireplace

thi aiteal ahthigly glimpse

khi ceannach kManYox buying

khi cearrag kMarvak left-hander
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kW | se taice a thuge dha ... thahkia .. it’s support that he gave him
pl beannachd pian¥axk blessing

pJ bealach plal¥ax pass

p’ no medial pJ
t) dealan tial¥an electricity

ti deannan tlan¥an rush

ti aideachadh atlic admit

ki gealag kialvak sea trout

ki gearradh kiarYoy cutting

ki aigeann akionY abyss

f fanaidh fani stay (future tense)
f fada fato long

f tafann tafonY offer

S sadadh satoy throwing

s sabaid sapet! fight

s asal asal¥ ass

X chaidh xaj went

X chaidil xatiil slept

X achadh axay field

v bha va: was

v a bhaga avaka his bag

\ abhag avak terrier

A% dh’fhalbh ylalvalv went

v dhachaigh vaxi homewards
Y langa laya ling (fish)
fi feannadh fianvoy flaying

fi fealladh fialvoy deceit

fi (no medial)
J seachad Jaxot past

J sealladh Jaloy sight

J aiseal afik’ ferry (noun)
c cheannaich can¥i¢ bought

c cheartaich casfic corrected

¢ faiche faco meadow

yi ghearr viary cut

yi gheall yiaulY promised
yi laigh Ivayi lie

\L a’ bheannachd avianYaxk the blessing
vi a bhealach avialvox his pass

J e arlas jailvas token

J earrach jarvyax spring

J laighe IYajo lying

m manach manax monk
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m magadh makoy mocking

m amas amos aim

nY nasgadh n¥askay binding

nY nathair nYahad snake

nY Annag anYak Anne

ni neart nJasf strength

ni an ¢ arlas-san anja:l¥as san their token (emphatic)
ni ainneamh anjyv seldom

n nach nax not

n a nathair-sa a nahadi-so his snake

n fanadh fanay stay (3rd. sing. imp.)
n banca bapks bank

Y taingeil tag’kial thankful

¥ lagan Ivakan bay

I¥ latha IYa-3 day

Iy balla pal¥s wall

1i leannan lian¥an sweatheart

1 leantainn lian'tinJ following

U caillidh kralii lose (future tense)
| mo leannan md lan¥an my sweetheart

1 leat-sa lahtsa with you (emphatic)
| baile pals town

rv rabaid r¥apati rabbit

ry rathad r¥a-ot road

rv bearradh plar¥ay shearing

o riamh dliav ever

o ris oiif to him

o) aire adld attention

r rinn raini did

r rannsaich rvaisic search

r aran aran bread

h tha ha: is

h fhathast ha-ast still

h athair ahod) father

m" am pana am"ana the pan

m" Am Pabach am"apax the person from Pabaigh
n¥h an talla anYhalYy the hall

n¥" an tagairt an¥hakoaf the claim

" an cana antana the can

P an cagair antakodi the whisper

mit am peallag-san ami"al¥akson their rag

m/" | am peann ami"aunY the pen

nih an teallach ani"al¥ox the fireplace

149




nit an teannadh anitanYay the tightening

it an ceannach api"anYax the purchase

t freagairt frykot answer

q bardachd pafdoxk poetry

s arsa aso said

n bearn plam, gap

¥ altaich al¥tic move joints

D oillteil yilitial terrifying

)] bailtean paltion towns

ri paircean pha:rikion parks

r barcadh parrkay rushing in a torrent
Short oral vowels

) toddy thodi toddy

i chatig tiikJ won’t come
i binneas pipas harmony

i biodag pitak dagger

e deireadh tiedloy end (noun)
e beinne pend mountain

e beithe peho birch tree

€ dearcadh atlerkoy looking

€ beatha pehos life

€ bean pen woman

€ beadaidh peti ill-mannered
a tagsaidh thaksi taxi

a bannag pan¥ak new year’s cake
a badan patan little sod

) togsaid thoksat) barrel

R) bonnach ponYax scone

) bodach patax old man

0 togail thokal lifting

0 bogadh pokay soaking

¥ tagh thyy choose

¥ beagan pykan a little

u tugainn thukip com on!

u bun pun foot (of hill)
u buideal putislY bottle

w turadh thwray dry weather after wet
w uinneag wpak window
Long oral vowels

it didbhairt thi:f vomit

e! eud eit zeal
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it dinnear tiijpor looking

i bidodach pi:tox tiny

e: deineas tie;pas vehemence
e! beudach pe:tox harmful

€: neamh newv heaven

€! chab’e xa be: it wasn’t
€! Gaidheal ke:-alY Gael

a: dearrsadh tiarrsoy shining

a: baidse pa:itis musician’s fee
PN Deorsa tidirsa George

2! boid pait) oath

o deodnach tio:nax willing

0! bo po: cCow

¥ foghlam fy:lom education
¥ adhbhar ¥IVor reason

u: ditirrais twrif secret

u buth pu: shop

U: duirn tU:n, fists

U buiird pU:q, tables

w: daoine twno people

w; baothair pu:hadi idiot
Short nasal vowels

i nimheil njival poisonous
i mhilis vilif sweet

£ teanga theya tongue

& faicinn f&ltkin seeing

a damh tav oX

a famh (mhallachd) fav (valoxk) mole

5 tombhais to-if measure

B) mholach v3lox hairy

1} mhullach villox curse (lenited)
i coimhead kMi-at look

Long nasal vowels

i cha mhi xavi: it’s not me
i innse 1o telling

€ raimh ryéwv oars

€ gne kdig: nature (of something)
a: tamh tarv quiet

a: a Mhairi avadii Mary (vocative)
a: amhghar aryor distress

3 toimhseachan t3:foxan puzzle
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St a Mhod aviid his mod
ik dumbhail ta:-al dense

K unnsa [THE) ounce
ui: caomh khuirv kind
Epenthetic Vowels

i tilg t[ili]kJ throw

e deirge d)[ed'e k! redness
e meirg m|edle]k! rist

€ tairbh t"[edle]v bulls

€ meirbh miedelv digest

a Tarmod t[ara]mot Norman
a balg plal¥alk belly

a ballag palvak skull

d dorcha tlora]x dark (adj)
d borb ploralp savage

¥ mairbh m{¥oh]v the dead
¥ failm fl¥l¥]m helm

u duirche t[udlujco dark (gen)
u builg plulu]k/ bellies

w aonghas [wnw ]-3s Angus
Oral dipthongs

ai daingeann tai-on firm

ai aillse aillfa cancer

€l teinntean theipitihan hearth

ei teinn tiheini distress
ei beinn peini mountain
ui laoigh IYui calves

ui muillear muilled miller

¥i doill tyili blind

¥i boill pyili members
au dall taulY blind

au ball paulY member
Ju toll thouly hole

ou bonn poun¥ sole of foot
id dia tiio god

ia biadh piay food

ia deur tiiar tear

ia beul pial¥ mouth

ie Tain ien) Ian

u duais tusf prize

ud buaidh pud’ victory
ua duan tuan song

152




ua uan uan lamb

ue uain uen lambs

i dinn tiinJ squeeze

i binn piinJ judgement
Uu diult tiUulvt refuse

Uu punnd p"Uunt pound
Nasal diphthongs

i geamhradh Kigiray winter

€i sreang stréiy string

an samhradh sairay summer

ai ban-righ paari queen

ai Ambhlaigh ailvaj man’s name
a uamh aav cave

i3 diomhain thidvin idle

19 a’ mhios ovids the month
Hiatus

u din tuin fort

ua duan tuan song

u-a dubhan tu-an hook

id fiach fiox worth

i-o fitheach fi-ox raven

0! bo po: cow

0-2 bogha po-2 underwater rock
a: radh ra saying

a-9 rathad ra-ot road

ai brainn braini womb (dat. sing.)
a-i brathainn bra-inJ quern (gen. sing.)
i dis tii;f dice

i-i dithis thi-if two (people)
el déineas tie:njas vehemence
ei teinn ti"eind distress

e-i as a deidh as 9 tle-i after her






