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Abstract

Understanding the values, norms, behaviors, and causal be-
liefs of communities is a central goal of cognitive science, with
practical benefits of grasping and improving community fac-
tors such as healthcare delivery. These cultural causal beliefs
are evident, in part, within narratives, interview transcripts,
ethnography, and other textual sources, but analyzing these
texts presently involves tedious expert hand-coding or rela-
tively shallow qualitative text analysis or classification. We
present a novel approach for extracting graphical causal mod-
els from text via NLP, including qualitative causality, inten-
tions, teleology, sentiment, welfare, social influence, and other
rationale. The factors (i.e., nodes) of these causal models are
tagged with ethnographic attributes and word-senses, allow-
ing aggregation of causal models over thousands of passages
to identify correlations and recurring themes. We apply this
approach to a corpus of narrative interviews about maternal
and child health and healthcare delivery in Bihar, India, cor-
roborating the hand-coded results of human experts and also
identifying novel insights about explanatory structure.
Keywords: NLP; causal reasoning; computational social sci-
ence; cultural anthropology; cognitive science

Introduction
Eliciting explanations and narratives—and explanations of
narratives—is a widespread, effective method of gathering
evidence of a community’s diverse causal beliefs, values, and
mental models. Unfortunately, extracting and summarizing
these mental models is presently a time-intensive, manual
task, and the manual outcome may be difficult to formalize
or compare across domains. Fortunately, advances in natu-
ral language processing (NLP) have made it easier to extract
entities and relations from text (Devlin et al., 2019; Eberts &
Ulges, 2020; Friedman et al., 2022) and theoretical advances
in cognitive science inform how we might encode the diverse
plurality of explanatory structures (Legare & Shtulman, 2018;
Shtulman & Lombrozo, 2016; Lombrozo, 2010).

This paper presents a domain-general computational ap-
proach that (1) extracts semantic graphs from passages of
text using NLP, (2) uses these semantic graphs to approxi-
mate causal mental models, combining causal relations from
the AI and cognitive psychology literature, (3) summarizes
causal factors using context-sensitive tagging of word-senses

(Loureiro & Jorge, 2019; Fellbaum, 2010) and (4) summa-
rizes these causal models over multiple (potentially thou-
sands) of passages to characterize beliefs and rationale within
and across narratives and populations.

We apply our approach on a pre-existing dataset of inter-
views of mothers and health workers in India. The dataset
includes over 10,000 responses explaining the choices and
behaviors of characters within narrative vignettes focused on
maternal and child health and healthcare delivery.

The empirical results we present in this work provide evi-
dence for our primary research claims:

• Diverse causal relations from across cognitive science—
including qualitative increase/decrease, intentions and
goals, teleology, welfare, and social influences—can be ex-
tracted from explanations using transformer-based NLP.

• These diverse causal relations help characterize the causal
structure of textual explanations and they allow the sum-
mary and comparison of explanations across populations
and across narratives.

• Summarizing causal factors with word-senses (such that
“pneumonia” and “fever” are both tagged as ill health.n)
helps unify causal factors across individuals and narratives,
despite differences in syntax and word choice.

We continue with a review of relevant work in NLP and
causal mental models, and then we describe the technical
approach of the present work. We then review the dataset
used in this work and present the results of our analysis, not-
ing where our approach corroborates human annotators and
where it extends the previous analysis. We conclude with a
discussion of present limitations and near-term future work.

Related Work: NLP for Causal Language
Recent approaches in NLP extract causal relations from sci-
entific texts (Mueller & Abdullaev, 2019; Eberts & Ulges,
2020; Magnusson & Friedman, 2021), focusing primarily on
directed qualitative relations such as increase and decrease.
The present work on causal language analysis is informed by
these efforts, as we likewise rely on large language models
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(Beltagy et al., 2019; Devlin et al., 2019) and we also uti-
lize qualitative causal relations. Unlike these scientific causal
relation extractors, we incorporate causal relations and at-
tributes to represent socially-informed, belief-informed, and
goal-driven behavior.

Other NLP research is aimed at capturing social norms
(Forbes et al., 2020) or cultural values (Benkler et al., 2022)
using large language models, but these do not extract or map
out explicit causal relationships between factors, which is a
core contribution of this work, as we describe next.

A Plurality of Causal Structures
Our approach assumes explanatory pluralism (Legare &
Shtulman, 2018; Shtulman & Lombrozo, 2016) in that we do
not classify texts or explanations with any single category of
causality; rather, one explanation may coherently include di-
verse causal factors—such as biological and supernatural—in
the same causal chain (e.g., Legare et al., 2012). We therefore
characterize explanations by aggregating the multiple factors
and relations within their rationale.

In this explanatory pluralism setting, we represent expla-
nations as graphs. For concrete examples, we refer to Figures
1-5, demonstrating the output of our computational approach
for the sentence “Anita fed colostrum to her child so that it
does not have any diseases such as pneumonia, fever, turn-
ing body color blue” from our dataset of interview responses.
Each graph contains factors (nodes or multi-node subgraphs)
and relations (directed, labeled edges between factors). Each
node of a factor may have multiple attributes that indicate
multi-class labels and word senses estimating the WordNet
synonym sets (Fellbaum, 2010) for that node, within the sen-
tence context.

Figure 1 shows the semantic nodes and relations extracted
directly from text via NLP, where nodes are colored by at-
tributes and edge color indicates semantic roles (gray) or
causal status (blue). Figure 2 shows the attributes, and word-
senses for the factor “diseases” (possessed by “her” “child”).
Figure 3 shows the causal model the system refines from Fig-
ure 1, by applying the relations and attributes of the Figure 1
semantic parse globally. The rest of this section describes
some relevant causal relations represented in this work, in-
cluding some not shown in Figures 1-5.

Qualitative change. Qualitative causality is prevalent in
language, e.g., “prices dropped” or “Having more children
will increase expenses,” absent numbers or quantitative func-
tions. Mention of qualitative changes may indicate hedging,
knowledge of a longer causal chain, or knowledge of an un-
derlying causal mechanism (Ahn & Kalish, 2000); despite
this ambiguity, this language conveys a meaningful, directed
influence. The qualitative reasoning and simulation literature
has formalized qualitative proportionalities when one factor
increases or decreases another, and direct influences when
one factor increases by the rate of another (Forbus, 2019,
1984; Kuipers, 1986), and qualitative probabilistic networks
also provide semantics for one variable qualitatively increas-

Figure 1: Semantic parse of “Anita fed colostrum to her child
so that it does not have any diseases such as pneumonia, fever,
turning body color blue.”

Figure 2: Attributes and word senses inferred for the span
“diseases” within the context of the parse shown in Figure 1.

Figure 3: Causal model automatically refined from the se-
mantic parse shown in Figure 1.
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ing or decreasing another’s likelihood (Wellman, 1990). In-
formed by this formalism, we capture q+ (increase) and q-
(decrease) and q* (unspecified change) edges in semantic
parses (e.g., Figure 1) and causal graphs (e.g., Figure 3).

Condition and welfare. In domains of social interaction,
commonsense reasoning, and healthcare, the welfare and
well-being are central considerations for agent decisions. Our
schema represents impacts on well-being and welfare at the
node-level with health and condition attributes. This is
shown in Figure 2 for the node “diseases,” which also ac-
companies the sign- attribute, indicating negative valence for
welfare influence. As shown in Figure 3, our system prop-
agates local welfare influences like “disease” throughout the
global graph to build a causal model, such that the feeding of
colostrum is welfare+ for the child since it prevents (q-) the
“diseases” which is welfare- for the child.

Intention, function, and favor. Intentional, goal-directed
behaviors (opposed to accidental, mechanistic behaviors)
support purposeful, design-based explanations (Dennett,
1989) and carry a distinctive causal status (Lombrozo, 2010;
Lagnado & Channon, 2008; McClure et al., 2007). Con-
sequently, we represent intentional indicators (e.g., “tried
to” or “plans to”) with intent attributes, and we represent
factor-to-factor intention as goal+ relations, e.g., from “fed
(colostrum)” to “not (have diseases)” in Figure 1, expressing
that the goal of feeding colostrum is to not have diseases. In-
tention also manifests as teleological explanations of object
function, design, and affordance (Pustejovsky, 1991; Lom-
brozo & Carey, 2006), which we capture as function links
(not shown in Figures 1-5).

Actors’ intentions and preferences are evidence for what
they want to achieve, maximize, or minimize, and what/who
they want to benefit. We encode this as favor+ (likewise,
favor-) for an actor’s intent to maximize (likewise, minimize)
the likelihood, amount, or benefit of the target. In Figure 3,
the system infers that Anita is favor+ to achieving the feed-
ing of colostrum and the benefit of her child, and she is favor-
to all of the elements that feeding colostrum prevents, using
the causal ascription we describe below. These relations cap-
ture actors’ various perspectives in the narrative, which may
capture conflicting objectives across actors in the narrative.

Figure 4: Causal model produced for “Manju’s MIL must
have told her to have delivery at home” from the dataset.

Social influence. People’s intentions—or even their in-
ferred intentions—influence other people (Malle, 2006). So-
cial influence may be direct (“she told me to give birth at

home”) or indirect (“I do it because the other kids do”). In the
domains of traditional and biomedical medicine, social influ-
ence impacts the rituals of both patients and practitioners, and
the influencer might be the broader community, e.g., where
fear of ostracism influences an individual’s decision-making
(Legare et al., 2020). We represent direct social influence as
social+/- links, e.g., where one individual directly influences
another (e.g., intending, asking, permitting, forbidding), as
shown in the Figure 4 causal model for “Manju’s MIL must
have told her to have delivery at home.” This expresses the
MIL (mother-in-law) of Manju socially influencing Manju,
including the MIL favor+ for home delivery. Our approach
does not presently capture indirect social influence such as
fear of ostracism, influence of popularity, or admiration.

Explicit rules and rationale. Norms and causal rationale
may manifest with concise but explicit syntax such as “if,”
“because,” “unless,” and (in Figure 1) “so.” Our approach
encodes rule and rationale attributes on these nodes and at-
taches antecedent and consequent links where appropriate,
e.g., in Figure 1 where the rationale “so” connects the “fed
colostrum” antecedent subgraph to the “not have any disease”
consequent subgraph. These are used to infer rationale+/-
edges in the causal model.

Figure 5: Causal model produced for “She feels like vomiting
and weakness after taking IFA tablets” from the dataset.

Temporal precedence. Temporal precedence does not im-
ply causality, but if we assume that an explanation contains
mostly relevant information (Grice, 1975), mentioning a se-
quence of events could be evidence for goal-directed be-
havior, script-like norms, or mechanism-based causes. The
causal model produced for the text “She feels like vomiting
and weakness after taking IFA tablets” is shown in Figure 5,
containing temporal t+ relations from the preceding event to
the subsequent events. Despite the causal ambiguity, these
temporal relations were relevant to the respondent, and these
may corroborate other categories of causal relations listed
above (e.g., qualitative causality, rationale, intentions, etc.).

Approach

Our technical approach for building a causal model from an
unstructured text involves (1) using NLP to parse text into a
semantic graph as shown in Figure 1, (2) using NLP to infer
word senses of spans as shown in Figure 2, and (3) using the
semantic parse and word senses to refine a causal model like
those shown in Figures 3-5.
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NLP for semantic parsing. Given a passage of text, the
system parses unstructured text into relational graphs using
the SpEAR NLP architecture (Friedman et al., 2022) which
extends the SpERT architecture (Eberts & Ulges, 2020) with
attribute prediction (see attributes in Figure 2) and attention-
based neural components. SpEAR utilizes a transformer-
based encoder (e.g., Devlin et al., 2019; Beltagy et al., 2019)
to encode the text into vector representations and then it ex-
tracts relevant nodes, relations, and attributes. The output is a
graph representation containing (1) nodes, where each corre-
sponds to a continuous sequence of one or more words, (3) a
set of directed, labeled relations over the inferred nodes, and
(3) a set of attributes on the each inferred nodes.

SpEAR can extract graphs from texts using many possi-
ble graph schemas of nodes, relations, and attributes. For
the present work, the graph schema includes the causal rela-
tions and attributes described above, additional relations (i.e.,
all gray relations in Figure 1) informed by work in semantic
role labeling (Palmer et al., 2010; Bonial et al., 2014), and
attributes representing different social institutions based on
anthropology theory (Weber, 2017). SpEAR has been used
in previous work to characterize moral disengagement in lan-
guage (Friedman et al., 2021) and extract the causal structure
of scientific claims (Magnusson & Friedman, 2021).

NLP for word-sense tagging. Given the graph represen-
tation from the previous step, a LMMS language model
(Loureiro & Jorge, 2019) encodes the text into vectors and
matches each extracted node to zero or more word-senses
from WordNet (Fellbaum, 2010) using a cosine similarity
metric. After identifying proximal word senses, the system
traverses upward through the WordNet hierarchy to assign
more abstract word senses such as physical condition.n for
“disease” in Figure 2. This word-sense inference may contain
mismatches and over-general senses (such as entity.n and at-
tribute.n as senses for “disease” in Figure 2, which are too
general to be actionable in this analysis) but other tags pro-
vide practical semantic tags for indexing causal factors, as we
demonstrate in our results.

Causal model refinement. The system then approximates
a causal model from the semantic graph, attributes, and word
senses, which we describe using the outputs shown in Figures
1-3. It begins by adding causal links directly from the seman-
tic parse: the various q- links in the Figure 1 parse and their
incident nodes are added to the Figure 3 causal model; the
goal+ intentional relation in the parse supports a favor+ link
in the causal model; the “diseases” node with its harm at-
tribute in Figure 2 supports a welfare- from “diseases” to the
possessor “her child;” and so forth. Next, the system extends
the causal model using domain-general patterns. For exam-
ple, Anita’s favor+ for feeding colostrum, combined with the
q- of feeding colostrum to the various ailments, supports in-
ferences that Anita is favor- to those ailments. Further, the
feeding preventing (q-) the diseases, combined with the dis-
eases’ welfare- to the child, is evidence that the feeding is

welfare+ to the child. These and other causal patterns itera-
tively extend the causal graph until no more causal relations
can be inferred.

Finally, the system filters nodes from its causal model that
are causally redundant with other nodes. For example, the
nodes for “not” and “have” in Figure 1 are pruned from the
causal model in Figure 3 because the downstream node “dis-
eases” captures the same causal structure.

Dataset
The dataset used in this work includes responses from inter-
views with mothers and Accredited Social Health Activists
(ASHAs) in Bihar, India (Legare et al., 2020). The inter-
views involve narrative vignettes where a young mother is
considering doing something the ASHA recommends, and
the respondent is prompted to explain the characters’ ratio-
nale among other factors. The interviews include eight topics
of ASHA advice, each of which is plotted in Figure 6(a-d) and
Figure 7(e-h): feeding the baby colostrum; exclusive breast-
feeding; taking IFA tablets; hospital or home delivery; family
planning without children; family planning as a parent; vac-
cinations during pregnancy; and vaccinations during infancy.

Across the eight vignettes, respondents explained why the
mother chose to follow the ASHA’s advice (blue bars in Fig-
ures 6 and 7) or chose not to (orange bars in Figures 6 and
7), comprising 1,570 explanations across participants. The
respondents also answered questions about decision-making
roles, resolving disagreements, and on how the timing and
rationale for ASHA recommendations, for a total of 10,320
responses. The present work focuses on the 1,570 responses
providing rationale for the mother’s decision-making, which
we describe next.

Results
Figures 6(a-d) and 7(e-h) plot six categories of causal re-
lations (labeled “Relations” at bottom) and nine categories
of causal factors (labeled “Node/Subgraph Factors” at bot-
tom), over eight different vignette topics. We review each of
these topics, highlighting key differences within and across
prompts. In all plots, the y-axis plots the number of in-
stances of each causal relation or factor per participant ex-
planation, log-scaled with averages labeled above each se-
ries with 95% confidence intervals. Significance is computed
with paired t-tests and indicated under relations and factors as
∼ (p ≤ 0.1), * (p ≤ 0.05), ** (p ≤ 0.01), *** (p ≤ 0.001),
**** (p ≤ 0.0001).

One broad theme across prompts is a significantly
increased incidence of mentioning actual diseases,
strength/health, and well-being for characters as rationale for
ASHA-consistent decisions (blue) versus ASHA-inconsistent
decisions (orange). The welfare+ causal relation occurs
significantly more frequently in ASHA-consistent rationale,
with an order of magnitude higher frequency for IFA and
infant vaccination, as evidence that ASHA-consistent advice
is believed to benefit characters. The Strong/Healthy word-
sense factor was at significantly higher in ASHA-consistent
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Relations Node/Subgraph Factors

a.)

b.)

c.)

d.)

Figure 6: Results of parsing respondents’ explanations for characters’ choices in four healthcare narratives: (a) a mother chooses
to feed her child colostrum vs. cow milk; (b) a mother chooses to feed her child breastmilk vs. breastmilk with water; (c) a
pregnant woman chooses to take IFA tablets vs. not taking IFA; (d) a woman chooses to give birth at the hospital vs. at home.

rationale for most prompts, by an order of magnitude in most.
Likewise, the Disease and Safety word-sense factors ap-
peared significantly more frequently in all ASHA-consistent
rationale except family planning, presumably because family
planning is not a primary disease prevention or health
security strategy.

A second broad theme is that characters’ beliefs, fears, and
social influence only appeared significantly as rationale for
ASHA-inconsistent decisions. For instance, Fear is men-
tioned as a significant rationale for avoiding IFA (c), avoid-
ing hospital births (d), and avoiding both family planning (e-
f) and vaccines (g-h). Likewise, characters’ false beliefs or
lack of knowledge (Belief-) was cited significantly higher for
all ASHA-inconsistent behaviors except family planning. Fi-
nally, direct social influence Social only contributed signif-
icantly as an influence to deliver at home. Combined with
the above theme, this suggests a tendency toward explaining
ASHA-consistent behaviors with objective mechansisms and
health benefits, and ASHA-inconsistent behaviors with char-
acters’ subjective fears and beliefs.

Some relations and factors were more sensitive to the topic
of the prompt. Dirty/Impure was significant only for feed-
ing cow milk (a) as colostrum is believed by some to be dirty
milk, possibly due to its color. Clean/Pure was significant for
hospital births, countered by Wealth for delivering at home

due to hospital bills (d). Wealth was also a significant ratio-
nale for parents to engage in family planning to save costs (f).
Vomit/Nausea was a significant factor in avoiding IFA tablets
(c), and feeding babies cow milk (a), where these factors were
not mentioned in the ASHA-recommended rationale.

Figures 6 and 7 plot causal factors but not the characters’
sentiment toward them. To this end, we can assess the most-
and least-favored concepts across all prompts by tracing the
favor+/- links inferred by the system. Figure 8 shows the
ten least favored (above the line) and ten most favored (be-
low the line) elements, indicating what female characters in
the vignettes sought to prevent or diminish (negative favor)
or achieve or benefit (positive favor). The least-favored el-
ements comprised primarily illness and disease, with some
sub-categories of food or medicine included. The most-
favored elements comprised children, feeding, and delivery.
As shown in Figure 8, most favor links in this domain were
positive, about achieving goals and benefiting others.

Conclusion
We described our approach for encoding cognitive science
theories about causal reasoning and explanatory pluralism
into a NLP system for analyzing explanations. We applied
our system on a previous dataset about healthcare delivery in
India, using a mix of domain-general causal indicators and
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Relations Node/Subgraph Factors

e.)

f.)

g.)

h.)

Figure 7: Results of parsing respondents’ explanations for characters’ choices in four healthcare narratives: (e) a woman
without children utilizes family planning vs. not; (f) a mother utilizes family planing vs. not; (g) a woman is vaccinated during
pregnancy vs. not; (h) a woman vaccinates her infant vs. not.

0 100 200 300
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disease.n

symptom.n
infectious_disease.n

contagious_disease.n
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drug.n
food.n

medicine.n
affliction.n
juvenile.n

consume.v
grandchild.n

delivery.n
feed.v
give.v
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child.n

relative.n

Valence
positive
negative

Figure 8: Ten most negative (top) and ten most positive (bot-
tom) favored word senses by female characters.

domain-specific causal cultural and biological factors such as
the Dirty/Impure factor to corroborate findings about atti-
tudes toward colostrum (Bandyopadhyay, 2009; Khan, 1990).
Our results support our claims that diverse causal relations
and factors can be extracted from explanations and used to

interpret community beliefs and concerns, whether differen-
tiating between conflicting narratives (Figures 6 and 7) or
combining them to assess character favor toward or against
different factors (Figure 8).

Limitations. The limitations of our approach are important
for interpreting the results. Relying on large language models
for NLP may suboptimally influence the NLP in ways con-
sistent with sexism and racism, based on their training data
(Bolukbasi et al., 2016), and our WordNet resource is known
to be over-developed in some areas and incomplete in other
areas, including basic categories of gender identity (Hicks
et al., 2016). Consequently, utilizing any such technical ap-
proach should include assessment of conceptual coverage and
the potential for algorithmic inaccuracy or bias.

Future Work. We plan to apply this approach to compare
explanations across roles (e.g., mothers versus ASHAs) rather
than comparing across prompts, and to apply it to new do-
mains to further demonstrate generality. Finally, we envision
using the semantic parses (Figure 1) and causal models (Fig-
ure 3) to build runnable models and fuzzy cognitive maps
(Gray et al., 2014; Jetter & Kok, 2014), ultimately helping
summarize collective concern and collective intelligence into
a heterogeneous model.
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