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ABSTRACT 

The aim of this study was to find spatial patterns of EEG amplitude in the gamma range of the
EEGs from multiple sensory and limbic areas that demonstrated multisensory convergence and
integration. 64 electrodes spread in small arrays were fixed on or in the olfactory, visual,
auditory, somatomotor and entorhinal areas of cats and rabbits. The subjects were trained to
discriminate 2 visual and then 2 auditory conditioned stimuli, one reinforced (CS+), the other not
(CS-). A moving window was applied to the 6-s records from 20 trials of each CS including a 3-
s prestimulus control (CS0). The root mean square amplitude was calculated for each signal in
the gamma range, so each window gave a point in 64-space. EEG patterns from the CS+, CS-
and CS0 conditions gave 3 clusters of points in 64-space. The Euclidean distance of each point
to the nearest center of gravity of a cluster served for classification and estimation of the
probability of correct classification. The results showed that the gamma activity (35-60 Hz in
cats, 20-80 Hz in rabbits) in all five areas formed global patterns of amplitude modulation (AM)
in time windows lasting ~100-200 ms and recurring at 2-4 Hz, which were correctly classified
above chance levels (p < .01). All areas contributed information to the AM patterns that served
to classify the EEG epochs in the windows with respect to the conditioned stimuli. In
conclusion, multisensory integration took place over the greater part of the hemisphere, despite
lack of phase coherence among the gamma waves. The integration occurred rapidly enough that,
within 300 ms of CS onset, activity in every sensory area was modified by what took place in
every other sensory area.  
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1. INTRODUCTION 

Two opposing views of cortical function have competed for 150 years [Freeman, 2003]. In the
connectionist view the cortex in each hemisphere is a mosaic of specialized modules constituting
nodes in a dynamic network. Each sensory, motor, and associational area has multiple dedicated
nodes that serve to extract features of stimuli, organize facets of movement, or integrate
representations of complex concepts. Each node occupies an assigned area of cortex. The
function of each area during behavior is inferred from its pulses recorded with microelectrodes,
or its local field potential with EEG or MEG (magnetoencephalogram), or its metabolic rate with
imaging. A stimulus is thought to generate a signal in the sensory receptors that impacts nodes
in the cortical network and causes a chain reaction as the evoked neural activity cascades from
each node to the next, as well as recursively to nodes activated earlier. The signals transmitted
between nodes are sought in the mean rates and time intervals of pulse trains, or in the phases
and amplitudes of gamma waves generated by the transmitting and receiving nodes. In EEG
studies connectionists have measured the time-intensity relations between pairs of cortical areas
during performance of learned behaviors, in order deduce the timings, strengths, delays, and
directions of causal intercortical couplings. Some have used narrow band filtering with time-
lagged correlation or autoregressive models [Sheer, 1976, 1998; Bressler, 1996; Mingzhou et al.,
2000; Luu, Flaish and Tucker, 2000; Haig et al., 2000] such as 37-41 Hz, often with comparison
of power in other bands (e.g., 33-37 Hz, 41-45 Hz to distinguish gamma EEG from EMG - scalp
muscle potentials). Others have used coherence from broad band recording with Fourier
decomposition of signals in time epochs ranging upward from 0.1 sec. Frequencies were
selected in the gamma range, which varied with species [Bressler & Freeman, 1980], for studies
in rabbit [Barrie, Freeman & Lenhart, 1996], dog [Dumenko, 2000], cat [Freeman, 1975],
monkey [Freeman & van Dijk, 1987; Bressler, 1996], and human [Menon et al., 1995; Müller,
2000] for calculation of coherence and time-lagged correlation between pairs of signals.  

In the holist view the entire cortex is regarded as a functionally integrated unit. In evidence Haig
et al. [2000] described global phase locking of oscillations in the gamma range of scalp EEG.
Several groups have described enhanced gamma activity at the scalp with varying degrees of
localization in conjunction with semantic stimuli [von Stein et al., 1999], with visual stimuli
[Miltner et al., 1999; Rodriguez et al., 1999; Müller et al., 1996], in a pattern recognition task by
infants [Csibra et al., 2000], and in a delayed response memory task by adults [Tallon-Baudry et
al., 1998]. A staccato mode of holist operation was suggested by a shifting dipole found in scalp
EEG by Lehmann and Michel (1990). The dipole displayed sudden jumps at intervals in the
theta range 93-7 Hz). The emergence of 'bursts' of gamma activity in scalp recordings has been
postulated to be due to an underlying increase in synchronization of oscillations in widely
distributed areas of cortex. Other observers have reported widespread changes in scalp EEG
following changes in binocular rivalry attributed to switching between hemispheres [Kaernbach
et al., 1999; Engel et al., 1999; Ngo et al., 2000]. Nunez [1981] devised a physical model to
explain cooperativity over the entire cerebrum. Linear analysis is ill-suited for aperiodic EEG
[Lachaux et al., 1999; Mingzhou et al, 2000; Nunez et al., 1997; Srinivasan et al, 1998].
Dumenko [2000] complemented Fourier analysis with factor analysis and 'nonharmonic
analysis'. Tallon-Baudry et al. [1998] and Csibra et al. [2000] used time-frequency analysis with
Morlet's wavelets to decompose EEG and detect 'induced' epochs of gamma activity that were
not phase-locked to the stimulus onset.  
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The question at issue here is how global integration of signals deriving from sensory stimuli
might be observed and measured in cortical EEG activity. As described in the preceding report
[Freeman, Gaál & Jornten, 2003], the EEGs that were simultaneously recorded from multiple
areas on average showed sustained high covariance with no consistent evidence for intermittent
transmission with delays of signals between areas in time intervals predicted from behavioral
control and correlation. Therefore, in the present report an alternative model was examined, that
was based on the characteristics observed in sensory areas in the formation of wave packets.
The premise was that each area of cortex retained a high degree of autonomy, while it
participated in cooperative activity with all other areas, but to differing extents in different
behaviors. In sensory areas the cooperation was revealed in the shared wave form of the cortical
gamma oscillation, with the behaviorally related signal in a spatial pattern of amplitude
modulation of the carrier wave. This concept was generalized to the multiple EEG samples
recorded from the several sensory and limbic areas in search of AM patterns that differed with
respect to conditioned stimuli (CSs) that subjects had been trained to discriminate. Whereas in
sensory areas the percentage of shared variance in gamma EEGs usually exceeded 95%, over
multiple areas the covariance averaged 50%. The nonlocal character of the information in the
EEGs that supported classification of wave packets in sensory areas was demonstrated by
deleting randomly selected channels and showing that the goodness of classification decreased
with the number deleted, irrespective of which channels were removed. Similarly, the
classification of global patterns with respect to CSs was examined by deleting whole areas one at
a time to determine the effects on classification efficacy. All areas proved to be involved,
whether the CS was visual or auditory, in spatial pattern shifts without significant changes in
amplitude, that is, with spatial AM but usually not temporal AM.  

Cats were chosen for this work, because in the study of multisensory perceptions (Gestalts) it
was essential to include recordings from the entorhinal cortex, the site in mammals of
multisensory convergence into the hippocampus for spatial and temporal orientation. Unlike the
rabbit, the cat anatomy provided clean surgical access to the entorhinal area through a trephine
opening in the skull at the back of the head for sliding a flat electrode array along the upper
surface of the bony tentorium into the temporal fossa. The cats were better able than rabbits to
form an appetitive conditioned reflex (CR) of pressing a bar for food instead of a CR with
aversive reinforcement by weak electrical stimulation of the cheek, in response to auditory or
visual CSs. 
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2. METHODS 

The methods of surgical implantation, training, and recording have been described in detail
[Gaál & Freeman, 1998; Freeman, Gaál & Jornten, 2003]. Spatial analyses were on 64-256 ms
windows stepped at 64-128 ms over the 12-16 signals (after bad channel replacement) from each
local array and then over all signals filtered initially in a pass band of 20-80 Hz as in rabbits.
AM distributions were calculated from the 64 root mean square (RMS) values in each window,
under the assumption of zero phase lag between all signals. The AM patterns were alternatively
derived from the loading factors of the first component in Principal Components Analysis
(PCA), performed over 64 channels (one epoch, trial and subject at a time after filtering to get
the gamma range). The loading factors formed a 64x1 column vector for each AM distribution
or AM pattern and specified a point in 64-space. Classification of RMS and PCA spatial
distributions with respect to CS+ and CS- discrimination was undertaken to identify AM patterns
related to behavior. Classification was done by breaking the set of 40 records from each session
into a training set and a test set, each with 20 trials. The training set had 20 trials of 10 even-
numbered CS+ trials and 10 even-numbered CS- trials that were used to calculate centroids for
CS+ and CS- AM patterns in n-space, n = 12 to 64. The number of correctly classified AM
distributions in the poststimulus set of 20 odd-numbered trials was determined. A poststimulus
AM distribution was taken to be correctly classified, when the distance of its point to the correct
training CS+ or CS- centroid was less than the distance to the incorrect training centroid. The
classification procedure was repeated by reversing the training and test sets in cross-validation.
The two numbers were added to give the total number, N, of correctly classified AM
distributions in the window of 40 AM distributions. If the number, N, exceeded chance levels,
the epochs correctly classified with CS were denoted 'AM patterns', to distinguish them from
'AM distributions' with no patterns [Freeman & Barrie, 2000].  

In previous studies [Barrie, Freeman & Lenhart, 1996] the binomial distribution of N was used
to determine the probability of classification by chance: ≥26/40, p<.05; ≥28/40, p<.01. AM
patterns by this test were found only in the poststimulus period, not in the prestimulus control
period. Classification better than chance levels was seldom found for individual cortices in the
present study, in large part owing to the relatively small number of electrodes on each cortex: 12-
16 instead of 64. As an alternative, the mean N of the numbers, N, across subjects and sessions
at each window was calculated at step in the control and poststimulus periods. N at each step
was divided by the fixed standard deviation of N over the entire control period from the same
session to give a normalized value, the 't:c-ratio'. The ratio was related to a t-value but without
dividing it by the square root of the number of samples. The t:c-ratio at each time step gave a
numerical assay of the differences between AM distributions from CS+ and CS- trials across
subjects and sessions. The assay was used to construct tuning curves for classifier-directed
optimization of the EEG filter pass band width, center frequency, window duration, and number
of recording locations and channels.  

From previous experience [Barrie, Freeman & Lenhart, 1996] the times of onset of AM patterns
were expected to vary across trials between the onsets of the CS and CR. Yet the classification
procedure searched across trials in a window that was stepped across all trials at the same time.
The variation was termed 'jitter' by Tallon-Baudry et al. [1998]. It was dealt with here by
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searching on every trial for an optimally classifiable AM pattern, which might occur before or
after the 128 ms window that was fixed for all trials at each step.  

First, 85 RMS AM distributions of the 64 signals were calculated for every trial in 64 ms steps
across the 5.44 s remaining in 6 s trials after filtering. The AM distributions were stored and
indexed in 2 matrices, one for a training set and one for a test set. As already explained, the CS+
and CS- training centroids were calculated from 20 AM training distributions in each window in
steps of 128 ms through the control and poststimulus periods, reversing training and test sets in
cross-validation. At each step N was calculated from the 20 CS+ and 20 CS- AM test
distributions within the window to their respective CS+ and CS- training centroids. The
Euclidean distances for every AM distribution at each step were stored as baseline values, along
with the 85 values of N.  

Second, on every trial in a step before and after the fixed window, the AM test distribution was
recalled from storage by index. Its Euclidean distances to the two training centroids were
calculated. The calculation was repeated for up to ±5 steps (totaling ±320 ms, which was ±2.5
times the window duration). Trial by trial, the test AM distribution in the window was replaced
by the test AM distribution in the adjacent step that had the lowest Euclidean distance to the
correct one of the two training centroids in the current window. The substitution was repeated
for all 40 trials, and the classification assay, N, was re-calculated for that window and shift size.
The entire procedure was repeated across the trials, but excluding the steps in the 160 ms
intervals preceding and following the 3 s time marker for stimulus onset, in order to avoid
mixing control and poststimulus AM distributions. 

Third, new training centroids were calculated using the substituted AM patterns at the optimal
offset, and the test sets were re-classified. The means and SD were re-calculated to give new
values of N and t:c-ratios The procedure unavoidably re-used some of the same AM patterns in
successive windows, so that the successive t:c-ratios were not from independent samples.
Therefore, experimental significance was taken as empirical assays from the differences between
the 3 s control and poststimulus periods in N and the t:c-ratios.  
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3. RESULTS

3.1. Spatial patterns of gamma EEG in relation to conditioned stimuli (CS) 

Spatial AM distributions of gamma EEG were measured and classified in search of episodic
correlates of conditioned behavior comparable to those previously found in rabbits [Freeman &
Viana Di Prisco, 1986; Freeman & Grajski, 1987; Barrie, Freeman & Lenhart, 1996]. Analysis
was focused on time epochs located between the times of onset of CS and CR in blocks of 40
trials, 20 with CS+ and 20 with CS-, in which there might be significant differences between the
EEG with respect to the two discriminated stimuli. As in rabbits, the neocortical EEG signals
from cats on visual inspection revealed no significant alpha or theta waves nor any fluctuations
in amplitude or phase over time that might serve to localize 'bursts' of gamma activity, such as
those readily seen in relation to respiration in the bulbar EEG of both cats and rabbits.
Accordingly as with rabbit EEG spatial analysis a window was stepped across the blocks of
signals from each subject and trial. At each step on each trial the spatial distribution was
expressed by a set of 64 root mean square (RMS) numbers constituting a 64x1 column vector
that specified a point in 64-space.  

The classification test was made at each step of the degree to which the 40 spatial distributions at
that step could be correctly classified with respect to the antecedent CS+ and CS- stimuli by the
clustering of the points in two hypervolumes localized within 64-space, both distinct from a third
hypervolume containing points derived from AM distributions in the overlapping stepped
windows in the 3 s pre-stimulus records of CS+ and CS- trials. Initially the data from all
subjects and trials were normalized and pooled to establish a baseline of separation, and then the
parameters of search were varied to determine optimal values for pre-processing the data from
subjects and sessions separately. A normalized assay, the t:c-ratio (test:control ratio), of
separation of AM patterns over the data set was derived by dividing the mean, N, from each
window by the mean of the standard deviation of the classification numbers, N, from the entire
control period.  

Test of the unfiltered EEG in which the high power in the low frequency range dominated the
forms of the spatial distributions did not reveal classification with respect to behavior. This
outcome was expected from experience with rabbit data. The classification test on RMS values
was repeated after band pass filtering in the gamma range and with a window duration of 64 ms
that had served optimally for rabbits (20-80 Hz). No evidence for significant classification was
found in the individual subjects and areas. A window duration of 256 ms gave elevated
classification rates of AM patterns by RMS in the test period but not in the control period or in
the first 250 ms after CS onset [dark trace in Fig. 1]. The efficacy of classification by using the
loading factors of the 1st component from PCA [light trace] was less than that by RMS.  
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Fig. 1. The classification assay, t:c-ratio (test:control), was calculated by dividing the number of
AM patterns correctly classified in each window, N, by the SD of the numbers, N, in the
entire control period for each subject and session. The window of 256 ms with step size of
128 ms revealed epochs of increased separation of AM patterns with respect to
discriminative CS occurring in the interval between the CS and the CR.  

Fig. 2. The number of correctly classified trials out of the total of 40 trials was used as the
criterion for a 'tuning curve' to determine the optimal window duration for comparison
between the 3 s prestimulus control period and the 3 s poststimulus test period. The 'peaks'
were the averages in the test interval of 3.6 to 4.4 s. Classification of AM distributions with
respect to CS+ and CS- by root mean square (RMS) amplitude was statistically significant at
correct counts of ≥ 26 (p < .05) and ≥ 28 (p < .01). These levels were seldom reached in
data from individual subjects and sessions.  
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Fig. 3. The pass band width was fixed at 10 Hz, and the center frequency was stepped across the
EEG spectrum to construct a tuning curve using t:c-ratios to optimize the band pass filter for
the gamma activity.  

Fig. 4. The center frequency was fixed at 45 Hz, and the width of the pass band was varied in
widths of differing size. The t:c-ratios were used to determine the optimal settings for the
band pass filters.

With the t:c-ratio as an optimizing criterion, a series of 'tuning curves' was devised to determine
the optimal values of search parameters. Fig. 2 shows the 'tuning curves' from varying the length
of the window that was stepped across the data. The optimal window duration in the cat (128-
256 ms) was longer than that previously found for the rabbit (80-100 ms). Fig. 3 shows the
results of varying the center frequency in Hz of the pass band, and Fig. 4 shows the results of
varying the width of the spectral pass band. From these assays the optimal pass band for the cat
was determined to be 35-60 Hz. Classification of AM distributions from the individual subjects
and sessions remained below statistical significance.  

The assay including all subjects and sessions was repeated following deletion of data from each
of the five sensory areas. Every deletion resulted in a decrease in level of classification [Fig. 5,
light traces] below that from using all of the areas (dark trace). In no case either by individual or
by the group was significant classification found in the 250 ms period immediately following CS
onset, particularly in the sensory cortex to which the CS was directed.  
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Fig. 5. Deletion of the EEG data from each cortical area reduced the classification assay in the
test period but had no significant effect in the control period. The strongest effect was by
removal of the olfactory signals, while the least was by deletion of the entorhinal signals.
The window was 128 ms stepped at 64 ms. The mean t:c-ratios from the control period from
1.6 to 2.4 s and the test period from 3.6 to 4.4 s were derived after the deletions specified as
follows. None: .34 vs. 2.71. EC: -.01 vs. 2.36. VC: .01 vs. 2.17. SM: .00 vs. 2.04. AC: .
01 vs. 1.60.  OB: .07 vs. 0.74.  

Evidence from rabbit EEG had shown that the latencies of significant intermittent spatial AM
pattern formation with respect to the time of CS onset varied across trials and subjects [Barrie,
Freeman & Lenhart, 1996]. In order to trade classification efficacy for temporal resolution
within the CS to CR period, the length of the window was reduced to 128 ms. The 40 trials in
each session were divided equally into a training set and a test set. At each time step of 64 ms
the CS+ and CS- centroids for the training set were fixed, and on each trial the Euclidean
distance was determined first for the distribution in the test set within the time step and then for
the distributions in windows up to 5 steps before and after that step. The AM test distribution
closest to the correct training centroid was selected for the Euclidean distance assay. These sets
of 20 new points in 64-space from CS+ and CS- trials were classified with the same centroids.
The test set then became the training set for classification of the former training set, now serving
as the test set in cross-validation. The substitutions gave sharper temporal resolution of the
episodes of CS+ and CS- discrimination in the CS to CR interval [Fig. 6, dark trace] compared
with none [light trace] but with some reduction in classification effectiveness owing to use of a
short window duration. The optimal shift for this window duration was found to be ±2 steps
(±128 ms). Visual inspection of the numbers of correct classification over the trial duration for
each session and subject was undertaken in search of local maxima of classification, whether or
not statistically significant. The time intervals between local maxima were measured and
tabulated, giving an average and standard deviation of 196 ± 44 ms, placing the recurrence rate
within the theta range (3-7 Hz).  
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Fig. 6. The band pass filter settings improved the classification level and temporal resolution in
the test period without significant change in the control period. The window duration was
128 ms, and the step size was 64 ms. The dark trace shows the classification level when all
AM distributions were from RMS values in the same window. The light trace shows the
effect of substituting AM distributions from neighboring windows before or after the
centered window. Substitutions were based on the neighboring AM distribution having the
shortest Euclidean distance to the correct centroid. The shift shown here was 2 steps, 128
ms.  

Fig. 7. Temporal resolution was reduced when the window width was increased to 256 ms with
a step size of 128 ms. The classification assay in the test period increased further without
significant change in the control period, when the centroids were re-calculated after
substitution of the nearest neighbor AM distributions (± 1 step).  

The entire procedure was repeated with a window duration of 256 ms and a step of 128 ms. The
additional step was taken to re-calculate new centroids from a new training set containing the
substituted patterns, before calculating the Euclidean distances of the test set and cross-
validating . These changes reduced the temporal resolution and increased the classification
assays [Fig. 7].  The optimal shift for this window was ±1 step (±128 ms as before).  
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4. DISCUSSION

The nonlinear model on which this study was based held that the AM patterns of mesoscopic
wave packets were the raw materials from which macroscopic Gestalts were constructed. The
analysis was predicated on the finding that the maximal values of time-lagged correlation
between signals from pairs of cortices was at zero lag. The AM patterns were transmitted
simultaneously by action potentials on numerous axons. These divergent-convergent pathways
enhanced the signal-to-noise ratio by a spatiotemporal integral transform that performed
generalization, and that removed extraneous sensory detail after it had selected the basin of
attraction of the wave packet, thereby performing abstraction. The necessary condition was that
the wave packet transmitted from each cortex be broadcast through the forebrain, where it
overlapped with other wave packets. The broadcasting was enabled by several factors. First, the
diameter of the wave packet ensured that the multiple information processing areas of each
primary sensory cortex were included, each with its specific output connections. Second, the
information by which the cortical output was expressed for transmission was spatially uniform in
density [Fig. 16 in Freeman & Baird, 1987; Fig. 13 in Barrie, Freeman & Lenhart, 1996]. Each
sensory area projected to multiple target areas, and every target received the same information.
Whether the information was received could be determined by tuning in the receiving areas
instead of by path-switching in the output connections of the transmitting cortex. Third, every
neuron in the condensation disk of the wave packet participated in the transmission. Small world
effects [Watts & Strogatz, 1998] could bring every cortical neuron within very few synaptic steps
of every other. Wide spatial overlap of broadcast transmissions was expected, notably in the
entorhinal cortex, which received input from all sensory areas directly or by synaptic stages as
the basis for multisensory convergence and Gestalt formation [Freeman, 2001]. The model held
that all cortical areas, irrespective of content, had the same form of expression of output: spatial
and temporal amplitude modulation of a broad-spectrum carrier wave. The feasibility of
convergence depended on the axonal integral transformation of transmitted information into the
spatiotemporal frequency domain, prior to multisensory integration  

Additional experimental work to test this hypothesis further is suggested in four directions.
First, the failure of AM pattern classification to reach significant levels in the data from the
individual subjects and sessions is the greatest weakness in the present results. The failure is
most likely due to the small number of electrodes (12-16) for observing each area. Previous
work [Freeman & Baird, 1987; Barrie, Freeman & Lenhart, 1996] indicated that 16 or more
electrodes in each area would be required. Therefore, the experiments should be repeated with
128 or more electrodes. Measurements should be focused on the cortex to which the CSs are
directed for comparison of the AM patterns in the first 300 ms after CS arrival with the later
epochs in which multisensory integration is proceeding. Studies by Ohl, Scheich & Freeman
[2000, 2001] in gerbil auditory cortex have shown that the spatial AM patterns in this early
epoch retain topographic stimulus specificity, whereas those in epochs with longer latency do
not. A significant failure of prediction was the poor performance of PCA. This should be re-
explored with larger electrode arrays. 

Second, transmission between cortices is predominantly polysynaptic. High-density electrode
arrays should be placed along known directions of transmission, such as the dorsal and ventral
streams between the visual cortex and its frontal and temporal targets, directly and through the
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thalamus [Steriade, Curró Diossi & Contreras, 1993; Pedroarena & Llinás, 1997] in order to
learn whether macrostates form by serial transmission through transmitter-receiver pairs
resembling the bulb-prepyriform pair. Alternatively, small numbers of long axons by 'small
world' effects [Watts & Strogatz, 1998] may support virtually instant macroscopic phase
transitions throughout the neocortex of a hemisphere. The active hemisphere may
simultaneously transmit the same macroscopic pattern to the other hemisphere and to the
thalamus, basal ganglia and brain stem. The distinction between these alternatives may be made
by distinguishing between areas that have phase cones like the olfactory bulb from those that do
not like the prepyriform cortex [Freeman & Barrie, 2000]. At present a minimum of 64
electrodes on each area is required to detect and measure phase cones owing to the necessity for
spatial low pass filtering, so that EEG systems having 256 channels [Tucker, 1993] or more will
be required.  

Third, an improved measure of the phase of gamma EEG with greater temporal resolution has
been provided by the Hilbert transform giving the analytic phase [Tass et al., 1999; Freeman &
Rogers 2002]. The results of its application to gamma activity have supported the nonlinear
binding hypothesis at the mesoscopic level of wave packet formation. The global AM patterns
reported here support the prediction that some degree of phase stabilization among oscillatory
signals from multiple cortices should be found intermittently in the intervals between CS and
CR, particularly in the presence of noise [Freeman, 1999]. Application of the Hilbert transform
to these data has revealed epochs of global phase synchronization that include all of the areas
here identified as maintaining AM patterns, with similar durations & recurrence rates [Freeman
& Rogers, 2003]. The method should be applied to recordings from 128 to 256 electrodes in
multiple high density arrays to search for phase cones simultaneously in multiple cortical areas
and examine the question of timing among them. Preliminary evidence indicates that the onsets
of global phase transitions may be synchronized, even if the gamma oscillations are not.  
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