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#### Abstract

We present an open-source software package, TRAVOLTA (Terrific Refinements to Accelerate, Validate, and Optimize Large Time-dependent Algorithms), for carrying out massively parallelized quantum optimal control calculations on GPUs. The TRAVOLTA software package is a significant overhaul of our previous NIC-CAGE algorithm and also includes algorithmic improvements to the gradient ascent procedure to enable faster convergence. We examine three different variants of GPU parallelization to assess their performance in constructing optimal control fields in a variety of quantum systems. In addition, we provide several examples with extensive benchmarks of our GPU-enhanced TRAVOLTA code to show that it generates the same results as previous CPU-based algorithms but with a speedup that is more than ten times faster. Our GPU enhancements and algorithmic improvements enable large quantum optimal control calculations that can be efficiently and routinely executed on modern multi-core computational hardware.

\section*{Program summary}

Program Title: TRAVOLTA CPC Library link to program files: https://doi.org/10.17632/grwppm37rn. 1 Licensing provisions: GNU General Public License 3 Programming language: C++, openBLAS, and CUDA Supplementary material: Brief review of LU decomposition, raw numerical values used to generate Fig. 6 in the main text, and input examples for the TRAVOLTA software package. Nature of problem: The TRAVOLTA software package utilizes GPU accelerated routines and new algorithmic improvements to compute optimized electric fields that can drive a system from a known initial vibrational eigenstate to a specified final quantum state with a large ( $\approx 1$ ) transition probability. Solution method: Quantum control, GPU acceleration, analytic gradients, Crank-Nicolson propagation, and gradient ascent optimization.


## 1. Introduction

The implementation and use of quantum optimal control (QOC) approaches continue to attract significant interest due to recent time-
resolved advances in photocatalysis [1], photo-excited systems [2,3], and quantum gate operations [4-9]. In short, the ultimate goal of QOC is to construct optimal control pulses that drive a quantum system from an initial to a desired target state. In contrast to initial value problems

[^0]solved by propagating the time-dependent Schrödinger equation forward in time, QOC focuses on the inverse problem to construct control pulses that enable desired transitions [10-15]. As related examples, the GRAPE [16], CRAB [17], and Krotov [18] computational approaches were developed to solve QOC problems in small spin- $1 / 2$ systems. The most computationally expensive part in all these QOC algorithms is evaluating the exponential of several large matrices at each time step. To address this problem for chemical/material systems (as opposed to small spin- $1 / 2$ systems), we previously developed the NIC-CAGE software package [19], which utilizes more efficient linear propagators and gradients within a Crank-Nicolson scheme.

Despite the efficiency of the linear propagators in the NIC-CAGE code, several other computational bottlenecks in its QOC algorithms could be further improved. For example, in previous studies, we discovered that the gradient ascent algorithm in NIC-CAGE causes the first iteration to have an extremely small gradient, resulting in slow convergence $[20,21]$. In addition, several intensive mathematical operations, such as inverses of complex-banded matrices, matrix-matrix multiplications, and matrix•vector multiplications (among others) are executed numerous times and can be time-consuming. To address both of these bottlenecks, we present a new open-source software package, TRAVOLTA (Terrific Refinements to Accelerate, Validate, and Optimize Large Time-dependent Algorithms), which uses new algorithmic improvements to the gradient and custom massively-parallelized GPU acceleration schemes to improve computational performance.

The TRAVOLTA code is a completely rewritten code in the highperformance C++ and CUDA parallel programming languages to enable efficient and large QOC calculations on modern multi-core GPUs. In addition to algorithmic improvements to the gradient ascent algorithm to improve convergence, we also developed three customized highperformance kernels to assess their computational efficiency. We executed each of these customized kernels on state-of-the-art A100 GPUs on the Perlmutter supercomputer at the National Energy Research Scientific Computing Center (NERSC) to test their accuracy against previous benchmark QOC calculations. We provide computational timings of the TRAVOLTA code as a function of system size (with examples of input/output parameters in the Supplemental Material used to run the code), which show that our GPU-based batch kernel algorithm is more than ten times faster than the corresponding CPU implementation (with computational performance that actually increases with system size). Finally, we conclude with a discussion and perspective look at potential applications of our algorithmic improvements and GPU parallelization techniques for QOC calculations of other quantum systems.

## 2. Theory and computational methodology

In previous work, we developed the NIC-CAGE software package to successfully construct optimal control fields for a variety of photoexcited chemical systems [19]. To understand the new GPU and algorithmic enhancements in the TRAVOLTA code developed in this work, we briefly summarize the original NIC-CAGE algorithms in this section. The temporal dynamics of nuclei in a molecular system are governed by the time-dependent Schrödinger equation, which, in atomic units is given by
$i \frac{\partial}{\partial t} \psi(x, t)=\mathcal{H}(x, t) \psi(x, t)$,
where the time-dependent Hamiltonian $\mathcal{H}(x, t)$ is
$\mathcal{H}(x, t)=-\frac{1}{2 m} \frac{\partial^{2}}{\partial x^{2}}+V(x)-\mu(x) \epsilon(t)$.
In the expression above, $x$ is the reduced coordinate along a reaction path, $m$ is the effective mass associated with the molecular motion, $V(x)$ is the Born-Oppenheimer electronic energy of the molecule along the reaction path, $\mu(x)$ is the dipole moment function, and $\epsilon(t)$ is the timedependent external electric field whose temporal form is iteratively optimized using the QOC algorithms in this work.

The Hamiltonian $\mathcal{H}(x, t)$ can be discretized across a grid of $L$ equidistant points with separation $\Delta x$, resulting in the following matrix equation
$\mathbf{H}=-\frac{1}{24 m(\Delta x)^{2}}\left(-\mathbf{I}^{(2-)}+16 \mathbf{I}^{(1-)}-30 \mathbf{I}+16 \mathbf{I}^{(1+)}-\mathbf{I}^{(2+)}\right)+\mathbf{V}$,
where $\mathbf{I}$ is an $L \times L$ identity matrix with entries of 1 on the main diagonal, $\mathbf{I}^{(1 \pm)}$ are $L \times L$ matrices with entries of 1 on the 1st diagonal above $(1+) /$ below (1-) the main diagonal, $\mathbf{I}^{(2 \pm)}$ are $L \times L$ matrices with entries of 1 on the 2 nd diagonal above ( $2+$ ) / below (2-) the main diagonal, and $\mathbf{V}$ is an $L \times L$ diagonal matrix with entries $[\mathbf{V}]_{i j}=V\left(x_{i}\right) \delta_{i j}$, where $x_{i}$ is the value of $x$ at the $i$ th grid point, and $\delta_{i j}$ is the Kronecker delta. From these definitions, $\mathbf{H}$ is a pentadiagonal matrix. Using the Crank-Nicolson scheme, the time-evolution of the quantum system is given by
$\left(\mathbf{I}+\frac{i \tau}{2} \mathbf{H}_{j+1 / 2}\right) \boldsymbol{\psi}_{j+1}=\left(\mathbf{I}-\frac{i \tau}{2} \mathbf{H}_{j+1 / 2}\right) \boldsymbol{\psi}_{j}$,
where $\psi_{j}$ is vectorized in space ( $\mathbf{x}$ ) and evaluated at time $t_{j}=j \tau$, where $j=0, \ldots, N-1$ and $\tau=\frac{T}{N-1}$ is the time step across a grid of $N$ equidistant points on the interval $[0, T]$. That is, $\boldsymbol{\psi}_{j}$ is a column vector, and $\mathbf{H}_{j+1 / 2}$ is evaluated at time $t_{j+1 / 2}=(j+1 / 2) \tau$, where $j=0, \ldots, N-2$. For compactness of notation, we define $\mathbf{U}_{j+1 / 2}=\left(\mathbf{I}+\frac{i \tau}{2} \mathbf{H}_{j+1 / 2}\right)$ and $\mathbf{W}_{j+1 / 2}=\left(\mathbf{I}-\frac{i \tau}{2} \mathbf{H}_{j+1 / 2}\right)$.

The original NIC-CAGE software package uses an iterative gradientascent algorithm that maximizes the transition probability, $P$ given by
$P\left[\psi_{N-1}(x)\right]=\left|\int_{-\infty}^{\infty} \psi_{f}^{*}(x) \psi_{N-1}(x) d x\right|^{2}$,
where $\psi_{f}$ is a known desired target wavefunction (given by the user), and $\psi_{N-1}$ is the propagated wavefunction at the last time step (after applying $N-1$ successive propagation steps of Eq. (4)). To prevent unphysically large values of the electric field, we define the loss function as
$J\left[\psi_{N-1}(x), \epsilon\right]=P\left[\psi_{N-1}(x)\right]-\alpha \int_{0}^{T} \epsilon^{2}(t) \mathrm{d} t$,
where $\alpha$ is an empirical penalty factor given by the user. The NIC-CAGE software package calculates analytic gradients of $J\left[\psi_{N-1}(x), \epsilon(t)\right]$ with respect to $\epsilon(t)$ (i.e., $\frac{\mathrm{d} J\left[\psi_{N-1}(x), \epsilon\right]}{\mathrm{d} \epsilon_{j+1 / 2}}$ ) at all time steps using the chain rule (see Ref. [19] for further details). The optimized, time-dependent external electric field at the $l$ th iteration step, $\epsilon_{j+1 / 2}^{(l)}$, is then numerically computed using the expression
$\epsilon_{j+1 / 2}^{(l)}=\epsilon_{j+1 / 2}^{(l-1)}+\gamma \frac{\mathrm{d} J\left[\psi_{N-1}(x), \epsilon^{(l-1)}\right]}{\mathrm{d} \epsilon_{j+1 / 2}^{(l-1)}}$,
where $\gamma$ is the learning rate of the gradient ascent algorithm, which is calculated using a bisection line-search algorithm. This process iterates until the probability, $P$, exceeds some predetermined threshold. Our sequential NIC-CAGE algorithm is summarized below.

In the NIC-CAGE software package, the propagation of the wavefunction in line 7 requires solving a large number of sequential linear equations of the form $\mathbf{U}_{j+1 / 2} \boldsymbol{\psi}_{j+1}=\mathbf{W}_{j+1 / 2} \boldsymbol{\psi}_{j}$ given by Eq. (4). Specifically, the number of linear equations increases with the number of time steps $N$, whereas the size of the pentadiagonal matrices $\mathbf{U}_{j+1 / 2}$ and $\mathbf{W}_{j+1 / 2}$ increases with the number of points in the spatial grid, $L$. The execution of line 8 requires operations such as multiplication of vectors by scalars, dot products, and the calculation of vector norms. The calculation of the gradient in line 10 requires the inversion of pentadiagonal matrices, matrix•matrix multiplications, and matrix•vector multiplications, as well as other operations. In this step, the inversion

```
Algorithm 1: Original NIC-CAGE Algorithm.
    Input: Spatial interval \(\left[x_{\min }, x_{\max }\right]\), grid spacing \(\Delta x\), time interval [ \(0, T\) ], time
                step \(\tau\), mass \(m\), dipole moment function \(\mu(x)\), potential energy function
                \(V(x)\), initial state number \(i\), desired final state number \(f\), threshold
                probability \(\delta\), and maximum number of iterations Max.
    Output: Initial wavefunction \(\psi_{i}(x)\), desired final wavefunction \(\psi_{f}(x)\), final
                propagated wavefunction \(\psi_{N-1}(x)\), optimized electric field \(\epsilon(t)\), and
                power spectrum of optimized electric field.
    /* Working with zero-based indexing */
2 Diagonalize time-independent Schrödinger Equation in Eq. (1) to obtain \(\psi_{i}(x)\)
    and \(\psi_{f}(x)\).
    \(\epsilon_{j+1 / 2}=0\) for \(j=0, \ldots, N-2\)
    \(P=0 ;\) Iter \(=0 ; \psi_{0}(x)=\psi_{i}(x)\)
    while Iter \(<\) Max and \(P<\delta\) do
        for \(j=0\) to \(N-2\) do
        Calculate \(\psi_{j+1}(x)\) from Eq. (4)
        end
        Update \(J\) and \(P\) using Eqs. (5) and (6)
        for \(j=N-2\) to 0 do
            Calculate \(\frac{\mathrm{d} J\left(\psi_{N-1}(x), \epsilon\right)}{\mathrm{d} \epsilon_{i+1 / 2}}\) with chain rule
        end
        Calculate \(\gamma\) using bisection line-search method
        Update vector \(\epsilon_{j+1 / 2}\) using Eq. (7)
        Iter \(=\) Iter +1
    end
14 return \(\epsilon_{j+1 / 2}\)
```

of the pentadiagonal matrices can be executed in parallel. Once these inverses are found, the remaining operations have to be executed sequentially. The line-search method executed in line 11 calls the function in line 7 several times to search for the optimal update rate, $\gamma$.

Because several operations in Algorithm 1 are time-consuming, we offloaded all of the operations in line 10 to the GPU (discussed further in Section 4), which allows for the parallel construction of pentadiagonal matrices as well as the parallel computation of matrix inverses. In addition, due to the high performance of GPUs for computing numerically intensive operations [22,23], we offloaded all sequential operations involving matrices, including matrix initializations, matrix-matrix/matrix•vector multiplications, and other linear algebra operations.

## 3. Amplified gradient modification

We briefly introduce the line-search method $[24,25]$ for the ground to first-excited state ( $v_{i}=0 \rightarrow v_{f}=1$ ) transition in a Morse potential (which mimics the photo-induced stretching of an O-H bond [26]) to illustrate our amplified gradient modification. The Morse potential in this work has the functional form
$V(x)=0.1994[\exp (-1.189(x-1.821))-1]^{2}-0.1994$.
The objective of the line-search method is to calculate the update rate, $\gamma$, that minimizes the loss function $-J(\gamma)$, given the gradient $\frac{\mathrm{d} J}{\mathrm{~d} \epsilon(t)}$ in each iteration. Our analysis is based on the assumption that $-\boldsymbol{J}(\gamma)$ has a minimum at some value of $\gamma$ larger than zero and is convex near its minimum. The line-search procedure is accomplished in two phases. First, the algorithm evaluates $-J\left(\gamma^{(j)}\right)$ at an increasing sequence of $\gamma^{(j)}, j=0,1,2, \ldots$ (shown as blue dots in Fig. 1a) which starts at $\gamma^{(0)}=0$ and has the recurrence relation
$\gamma^{(j+1)}=\left(\gamma^{(j)}+0.3\right) \times 1.4$,
where 0.3 and 1.4 are empirical coefficients. The loop of the evaluation breaks when $-J\left(\gamma^{(n)}\right)>-J\left(\gamma^{(n-1)}\right)$ is satisfied for some integer $n$ so that the minimum of $-J(\gamma)$ in the interval $\left[0, \gamma^{(n)}\right]$. To avoid an unrealistically large value of $\gamma^{(n)}$, it is common practice to set a threshold value, $\gamma_{\text {thres }}$, for the upper bound of the interval. If $-\boldsymbol{J}\left(\gamma^{(n)}\right)>-\boldsymbol{J}\left(\gamma^{(n-1)}\right)$ is not achieved within $\left[0, \gamma_{\text {thres }}\right.$ ], the recurrence in Eq. (9) is forced to break. The second step is to search for the approximate value of that minimum in the interval $\left[0, \gamma^{(n)}\right]$ with the bisection line-search algorithm.

Since the function $-J(\gamma)$ is convex near the minimum, the gradient at any point to the left of the minimum must be smaller than 0 , and the gradient at any point to the right is larger than 0 . The bisection linesearch method evaluates the sign of the gradient $-\frac{\mathrm{d} J(\gamma)}{\mathrm{d} \gamma}$ (note that this is different from the gradient $\frac{\mathrm{d} J}{\mathrm{~d} \epsilon(t)}$ ) at the midpoint, $\frac{\gamma^{(n)}}{2}$, of the interval $\left[0, \gamma^{(n)}\right]$. If $-\frac{\mathrm{d} J\left(\gamma^{(n)} / 2\right)}{\mathrm{d} \gamma}>0$, the minimum is in the left half of the interval given by $\left[0, \frac{\gamma^{(n)}}{2}\right]$; otherwise, it is in the right half (i.e., $\left[\frac{\gamma^{(n)}}{2}, \gamma^{(n)}\right]$ ). We retain the half containing the minimum only and recursively evaluate the gradient at the midpoint of the new interval and halve the interval again until the length of the interval is smaller than a threshold value. The midpoint of the final interval is then taken as the optimal $\gamma$, and the bisection line-search procedure is terminated. Fig. 1b shows the points (red dots) at which the gradient $-\frac{\mathrm{d} J(\gamma)}{\mathrm{d} \gamma}$ is evaluated. The solid arrow indicates the optimal $\gamma$ that the bisection line search eventually outputs.

It is worth noting that the optimal update rate $\gamma$ is extremely large (on the order of $10^{12}$ ), which we further explain below. The transition probability, $P$ (which ranges from 0 to 1 by definition), is typically a smooth functional of the control field $\epsilon(t)$. As such, the gradient $\frac{\mathrm{d} P}{\mathrm{~d} \epsilon(t)}$ is zero when $P$ is at its minimum of 0 ; in addition, $\frac{\mathrm{d} J}{\mathrm{~d} \epsilon(t)} \approx \frac{\mathrm{d} P}{\mathrm{~d} \epsilon(t)}$ has a very small norm when $P=0$ because the penalty factor $\alpha$ is typically set to a small value. We found that these small gradient issues primarily occur in the first iteration since $\epsilon(t)$ is initialized as a zero vector or with small amplitude white noise in the NIC-CAGE algorithm, which makes $P$ nearly 0 . As a result, $\gamma$ needs to be very large to make any substantial update to $\epsilon(t)$. This forces the $\gamma^{(j)}$ defined in Eq. (9) to be a long sequence, and $-J\left(\gamma^{(j)}\right)$ has to be evaluated by the forward propagation in line 7 of Algorithm 1 many times, which is extremely time-consuming. Another downside is that the scales of the $x$-axis $\left(\sim 8.28 \times 10^{12}\right)$ and $y$-axis $(\sim 0.87)$ are extremely not comparable, and the gradient $-\frac{\mathrm{d} J(\gamma)}{\mathrm{d} \gamma}$ everywhere is very close to 0 . This causes a floating point underflow error in determining the sign of the gradient, which can cause the algorithm to retain the wrong half of the interval for $\gamma$. As shown in Fig. 1b, the conventional bisection line-search algorithm eventually outputs an incorrect value of $\gamma\left(\sim 8.28 \times 10^{12}\right.$, indicated by the solid arrow) instead of the correct value of $\sim 5.73 \times 10^{12}$ (indicated by the hollow arrow).

To address this small gradient problem, we multiply the gradient $\frac{\mathrm{d} J}{\mathrm{~d} \epsilon(t)}$ by an empirical coefficient $\beta$ to amplify its norm. The update rate $\gamma^{\prime}$ in this amplified gradient modification satisfies $\gamma^{\prime} \beta \approx \gamma$, where $\gamma$ is the update rate in the conventional method. Therefore $\gamma^{\prime}$ can be small when the amplified gradient coefficient $\beta$ is set to a sufficiently large value. One improvement, as we see in Fig. 1c, is that the amplified gradient modification evaluates $-J(\gamma)$ (which requires calling the forward propagation in line 7 of Algorithm 1) at only 11 points, while the conventional method requires 90 evaluations (blue dots in Figs. 1a, c). In addition to accelerating the first phase of the bisection line-search method, the amplified gradient modification also fixes the floating point underflow error in the second phase since the scales of the $x$-axis ( $\sim 18.36$ ) and $y$-axis ( $\sim 0.87$ ) are now comparable, as shown in Fig. 1d. In conclusion, the modified algorithm now outputs the correct optimal $\gamma^{\prime}$ (indicated by the solid red arrow in Fig. 1d) in significantly less execution time.

As discussed above, extremely large values of $\gamma$ occur when the probability $P$ is very small due to the small value of the gradient $\frac{\mathrm{d} J}{\mathrm{~d} \epsilon(t)}$ when $P$ is at its minimum of zero. When $P>0.1$, the optimal $\gamma$ is typically less than 0.1 , and the amplified gradient modification is no longer necessary. As such, we seek to define the empirical coefficient $\beta$ so that the gradient $\frac{\mathrm{d} J}{\mathrm{~d} \epsilon(t)}$ is amplified only when $P<0.1$, and $\beta$ should be negatively correlated to $P$. We found the following definition

$$
\begin{align*}
\beta & =\frac{0.1}{\sqrt{P}} \text { if } P<0.1  \tag{10}\\
& =1 \quad \text { if } P \geq 0.1
\end{align*}
$$



Fig. 1. Comparison of conventional and amplified gradient methods for the bisection line search in the first QOC iteration for the $v_{i}=0 \rightarrow v_{f}=1$ transition in the Morse potential. (a)/(c) Phase one: evaluating $-J(\gamma)$ with the (a) conventional and (c) amplified gradient method, respectively. The algorithm evaluates $-J(\gamma)$ at different points defined by Eq. (9) (blue dots) until a minimum occurs within the range of $\gamma$. (b)/(d) Phase two: searching for the minimum of the function $-J(\gamma)$ with the (b) conventional and (d) amplified gradient method, respectively. The algorithm evaluates the sign of the gradient $-\frac{\mathrm{d} J(\gamma)}{\mathrm{d} \gamma}$ at different points (red dots) determined by the bisection line-search algorithm. The solid arrow indicates the optimal $\gamma$ that the bisection line-search eventually outputs. Note that the line search for the conventional gradient method outputs a wrong value of $\gamma$ shown in panel (b), which is not the true minimum (indicated by the hollow arrow).
satisfies these requirements for routine QOC calculations in the TRAVOLTA software package. We compare the results of the original gradient and the amplified gradient modification in Section 5.1.

## 4. GPU acceleration

In line 10 of Algorithm 1, we need to compute the inverse of millions of small complex banded matrices. In this section, we describe a GPU-based method to compute these inverses efficiently. Our method is based on the LU decomposition [27-29] of a matrix A where $\mathbf{A}=\mathbf{L U}$. A review of the canonical LU decomposition method and its implementation on CPUs is given in the Supplemental Material. Multiple approaches have been developed to execute LU decomposition including right-looking and left-looking LU factorization methods [27]. In this work, we chose to work with right-looking factorization methods since they are efficient in computing matrix inverses [30] and perform well on GPUs [31]. To increase computational performance, we do not use pivoting approaches since the $\mathbf{U}_{j+1 / 2}$ matrices are non-singular, and our calculations show that our algorithms are still accurate when Gaussian elimination without pivoting is applied to the $\mathbf{U}_{j+1 / 2}$ matrices (i.e., no underflow/overflow floating point errors occur).

### 4.1. Batched $L U$ decomposition

Algorithm 1 allows for the computation of multiple matrix inverses in parallel. To parallelize this, we developed an efficient GPU kernel that takes multiple complex banded matrices as input, executes the LU decomposition, and finally computes the inverses. The general procedure for executing a large number of small problems in parallel with high-performance computing is known as Batched Computations $[32,33]$. In the context of our GPU-accelerated TRAVOLTA code, we first execute the LU decomposition of a large set of small complex-banded matrices and subsequently use them to efficiently compute matrix inverses. To achieve high performance on GPUs [34], our kernel utilizes the following strategies: (1) utilization of coalesced reads
and writes, (2) efficient use of shared memory, (3) minimization of the number of thread divergences and synchronization barriers, (4) targeting high occupancy and/or increasing the instruction level parallelism per thread [35], and (5) minimization of the movement of data within the GPU and between the CPU and the GPU. Because the optimization of the movement of data inside the GPU is paramount (i.e., all reads and writes operations have to be coalesced), we address this problem first.

Fig. 2 presents our data layout for achieving coalesced reads for a set of matrices with band size $b$. Panel (a) shows banded matrices $\mathbf{A}_{i}$, for $i=1, \ldots, m$, and panel (b) packs the rows of the input matrices back-toback in an array. For the $b=2$ case, the first row of the resulting array contains the elements
$\left[00 A_{1}[1,1] A_{1}[1,2] A_{1}[1,3] 00 A_{2}[1,1] A_{2}[1,2] A_{2}[1,3] \ldots\right.$
$\left.00 A_{m}[1,1] A_{m}[1,2] A_{m}[1,3]\right]$.
For each row of each $\mathbf{A}_{i}$ in this array, the TRAVOLTA code uses $2 b+1$ memory locations. When the input banded matrix has no elements to the left of the element $(i, i)$, for $i=1,2, \ldots, b-1$, the empty slots are filled with zeros. The second row of this array contains the elements
$\left[0 A_{1}[2,1] A_{1}[2,2] A_{1}[2,3] A_{1}[2,4] 0 A_{2}[2,1] A_{2}[2,2]\right.$
$\left.A_{2}[2,3] A_{2}[2,4] \ldots 0 A_{m}[2,1] A_{m}[2,2] A_{m}[2,3] A_{m}[2,4]\right]$.
The third row of this array contains the elements
$\left[A_{1}[3,1] A_{1}[3,2] A_{1}[3,3] A_{1}[3,4] A_{1}[3,5] A_{2}[3,1] A_{2}[3,2] A_{2}[3,3]\right.$
$\left.A_{2}[3,4] A_{2}[3,5] \ldots A_{m}[3,1] A_{m}[3,2] A_{m}[3,3] A_{m}[3,4] A_{m}[3,5]\right]$,
and likewise for the remaining rows of this array. When the $n-b+1$, $\ldots, n$ rows of the input matrices have no elements to the right of the $(i, i)$ element, these slots have to be filled with zeros. Thus, the last row of the array contains


Fig. 2. Data layout of the input banded matrices. (a) Set of banded matrices $\mathbf{A}_{1}, \mathbf{A}_{2}, \ldots, \mathbf{A}_{m}$. (b) The rows of the banded matrices are stored back-to-back in one single array.

$$
\begin{aligned}
& {\left[A_{1}[n, n-2] A_{1}[n, n-1] A_{1}[n, n] 00 A_{2}[n, n-2]\right.} \\
& \left.A_{2}[n, n-1] A_{2}[n, n] 00 \quad \ldots A_{m}[n, n-2] A_{m}[n, n-1] A_{m}[n, n] 00\right] .
\end{aligned}
$$

To simplify the notation from this point forward, we denote the array of packed matrices as matrix A. With these newly-constructed input matrices, we next present our LU decomposition approach.

```
Algorithm 2: GPU kernel for LU decomposition of a set of
banded matrices \(\mathbf{A}_{1} \mathbf{A}_{2} \ldots \mathbf{A}_{m}\) packed back-to-back.
    Input: Packed matrix A with size \(n *(2 * b+1) *\) batchSize, where \(n=\) number
            of rows of A, \(b=\) size of the band, and batchSize \(=\) number of packed
            matrices in \(\mathbf{A}\).
    Output: Packed matrices \(\mathbf{L}\) and \(\mathbf{U}\) each with size \(n *(b+1) *\) batchSize.
    /* Working with zero-based indexing */
    \(S A[2 b][(2 b+1)(B L O C K S I Z E)] / *\) Tile in shared memory */
    thread Id \(=\) blockDim. \(x *\) blockIdx. \(x+\) thread Id \(x . x\)
    Center \(=(2 b+1) *\) thread Id \(x \cdot x+b / *\) Tile center */
    RowtoRead \(=0\); RowtoW rite \(=0\)
    for RowtoRead \(=0\) to \((2 b-1)\) do
        Read Row(A, \(n\), RowtoRead, thread Id,,\(S A\) )
    end
    ThreadBarrier
    for \(j=0\) to \((n-1)\) do
        for \(\operatorname{row}=1\) to \(\min (b, n-j)\) do
            \(S A[\) row \(][\) Center - row \(]=S A[r o w][\) Center - row \(] / S A[0][\) Center \(]\)
        end
        for \(r o w=1\) to \(\min (b, n-j)\) do
            \(t=S A[\) row \(][\) Center - row \(]\)
            for \(\mathrm{col}=1\) to \(\min (b, n-j)\) do
                    \(S A[\) row \(][\) Center - row + col \(]=S A[\) row \(][\) Center - row + col \(]-t *\)
                        \(S A[0][\) Center + col \(]\)
            end
        end
        ThreadBarrier
        \(W\) rite Row(L, \(n\), RowtoW rite, thread Id,\(S A[0])\)
        \(W\) rite \(R o w(\mathbf{U}, n\), RowtoW rite, thread I d, \(S A[0])\)
        ThreadBarrier
        MoveTileU \(p\) ( \(2 b\), thread Idx.x, SA)
        ThreadBarrier
        if RowtoRead \(\leq(n-1)\) then
            Read Row(A, \(n\), RowtoRead, thread Id , SA)
        end
        ThreadBarrier
        RowtoRead \(=\) RowtoRead + 1; RowtoW rite \(=\) RowtoW rite +1
    end
```

Using the approaches described in Algorithm 2 in the Supplemental Material along with the matrix-packing approach described above, we summarize our batched LU decomposition kernel on GPUs in Algo-
rithm 2. In line 2, the kernel declares a shared memory tile, which has $2 b$ rows having $(2 b+1) B L O C K S I Z E$ complex elements, where $b$ is the size of the band ( 2 in our implementation), and BLOCKSIZE is the number of threads per GPU block ( 32 in our code). In line 3, the routine declares a variable that uniquely identifies a GPU thread for each matrix $\mathbf{A}_{i}$ present in $\mathbf{A}$. In line 4, the routine declares a variable that points to the element $\mathbf{A}_{i}[j, k]$ in tile $S A$ for the current thread corresponding to $i=$ thread $I d$, row $j$, and column $k$. In line 7 , the tile is populated so that all the threads in the block cooperate to read the rows of A. Specifically, instead of reading $(2 b+1) B L O C K S I Z E$ complex numbers per row, the threads cooperate to read $2 *(2 b+$ 1) $B L O C K S I Z E$ double-precision floating point numbers. In line 8 , the threads in the block synchronize their work, and this concludes the initialization part.

The code described in line 9 and below is similar to the banded LU decomposition shown in the Supplemental Material. To take into account the layout of the rows in the tile, a few changes are required. For example, the current row $j$ of each input matrix is always placed in row zero of the tile $S A$ as shown in line 11 (designated as $S A[0][$ Center]). Note that as the row index increases, the column index in the tile decreases (designated by the instruction $A[r o w][$ Center - row $]$ ). Thus, the tile elements $S A[0][$ Center $]$ and $S A[1][$ Center -1$]$ correspond to the elements $A_{i}[j, k]$ and $A_{i}[j+1, k]$ for a matrix $\mathbf{A}_{i}$, rows $j$ and $j+1$, and column $k$. Line 15 shows that, for a given matrix $\mathbf{A}_{i}$, browsing the elements of the rows in the tile require the use of two variables: one that finds the beginning of the data within the row (given by the variable row) and another that points to the column (the variable col). In lines 17 and 18, the rows of the matrices $\mathbf{L}$ and $\mathbf{U}$ are written to the GPU main memory. To allow for coalesced writes, this operation is executed in a cooperative fashion similar to the read operation. In line 20, the tile is moved up to clear space for a new row (the first row of the tile is no longer required). In line 22 , the new row of $\mathbf{A}$ is brought into the last row of the tile. The Thread Barrier instructions ensure the threads execute the computation in an orderly fashion. In our design, the number of GPU threads in execution is proportional to the number of matrices packed in A. Moreover, while the number of input matrices is $m$, our kernel only processes batchSize matrices at the time to account for resources (i.e., main memory) available on the GPU. Having described the LU decomposition kernel, we now describe the kernels responsible for computing the inverses below.

### 4.2. Batched inverses: forward substitution

The next step is to compute the inverses of the banded matrices $\mathbf{A}_{i}$ given their banded factors $\mathbf{L}_{i}$ and $\mathbf{U}_{i}$, for $i=1, \ldots, m$. The first task is
to compute $\mathbf{L}_{i}^{-1}$. Computing this inverse is equivalent to solving the set of linear equations $\mathbf{L}_{i}\left[\begin{array}{llll}\mathbf{y}_{1} & \mathbf{y}_{2} & \ldots & \mathbf{y}_{n}\end{array}\right]=\left[\begin{array}{llll}\mathbf{e}_{1} & \mathbf{e}_{2} & \ldots & \mathbf{e}_{n}\end{array}\right]$ where the column vectors $\mathbf{y}_{k}$ and $\mathbf{e}_{k}$ are the $k$ th columns of $\mathbf{L}_{i}^{-1}$ and the identity matrix $\mathbf{I}$, respectively. The forward substitution routine that solves the linear equation $\mathbf{L}_{i} \mathbf{y}_{k}=\mathbf{e}_{k}$ for banded lower triangular matrices is shown in the Supporting Material. Before computing the inverses of $\mathbf{L}_{i}$, we generate an array of identity matrices $\mathbf{W}$ such that $\mathbf{W}=\left[\begin{array}{llll}\mathbf{I}_{1} & \mathbf{I}_{2} & \ldots & \mathbf{I}_{m}\end{array}\right]$. In this array, the rows of matrix $\mathbf{I}_{1}$ are written first (row 1, 2, and so on), followed by the rows of $\mathbf{I}_{2}$, until the rows of matrix $\mathbf{I}_{m}$ are written. With the matrix of packed matrices $\mathbf{L}$ (which contain $\mathbf{L}_{1}, \mathbf{L}_{2}, \ldots, \mathbf{L}_{m}$ ) and the array of identity matrices $\mathbf{W}$ (which contain $\mathbf{I}_{1}, \mathbf{I}_{2}, \ldots, \mathbf{I}_{m}$ ), we can compute the inverses. Algorithm 3 shows our batched forward substitution routine on GPUs.

```
Algorithm 3: GPU kernel to solve the set of linear equations
\(\mathbf{L}_{i}\left[\begin{array}{llll}\mathbf{y}_{1} & \mathbf{y}_{2} & \ldots & \mathbf{y}_{n}\end{array}\right]=\left[\begin{array}{llll}\mathbf{e}_{1} & \mathbf{e}_{2} & \ldots & \mathbf{e}_{n}\end{array}\right]\) for \(i=1, \ldots, m\).
    Input: Packed matrix \(\mathbf{L}\) with size \(n *(b+1) *\) batchSize, where \(n=\) number of
            columns, \(b=\) size of the band, and batchSize \(=\) number of packed
            matrices; set of matrices \(\mathbf{W}=\left[\begin{array}{llll}\mathbf{I}_{1} & \mathbf{I}_{2} & \ldots & \mathbf{I}_{m}\end{array}\right]\) each with size \(n \times n\).
    Output: Matrices \(\mathbf{Y}_{1}, \mathbf{Y}_{2}, \ldots, \mathbf{Y}_{m}\) each with size \(n \times n\)
    /* Working with zero-based indexing */
    matrixId \(=\) blockIdx.y /* Matrix index */
    colId \(=\) blockDim. \(x *\) blockIdx. \(x+\) thread Idx.x /* Column index */
    \(S A[(b+1)(B L O C K S I Z E)] / *\) Tile in shared memory */
    Location \(=(b+1) *\) thread Idx.x
    Register \([(\mathrm{b}+1)] / *\) Local array */
    Register \([0]=\) Complex \((0,0)\)
    Register \([1]=\mathbf{W}[n * n *\) matrixId + colId \(]\)
    Register \([2]=\) Complex \((0,0)\)
    \(\mathrm{Y}[n * n *\) matrixID + colId \(]=\operatorname{Register}[1] ; / * y[0]=e[0] * /\)
    RowtoRead \(=1\)
    \(\operatorname{Read} \operatorname{Row}(\mathbf{L}, n\), RowtoRead,thread Id \(. x, S A)\)
    RowtoRead \(=\) RowtoRead +1
    ThreadBarrier
    for \(j=1\) to \((n-1)\) do
        \(z=(j==1) ? 1: 0\)
        \(t=\operatorname{Complex}(0,0)\)
        for \(k=\max (j-b, 0)\) to \((j-1)\) do
            \(t=t+S A[0][\) Location \(+z] *\) Register \([z]\)
            \(z=z+1\)
        end
        Result \(=(\operatorname{Register}[2]-t) / *\) No division, \(\mathbf{L}_{i}\) is unitary */
        \(\mathbf{Y}[n * n *\) matrix \(I D+n * j+\) col IId \(]=\) Result
        Register \([0]=\) Register \([1]\)
        Register \([1]=\) Result
        ThreadBarrier
        if (RowtoRead \(\leq(n-1)\) ) then
            \(\operatorname{Read} \operatorname{Row}(\mathbf{L}, n\), RowtoRead,thread Id.x, SA)
            Register \([2]=\mathrm{W}[n * n *\) matrixId \(+n *\) RowtoRead + colId \(]\)
        end
        ThreadBarrier
        RowtoRead \(=\) RowtoRead +1
    end
```

In this kernel, each thread solves a linear equation of the form $\mathbf{L}_{i} \mathbf{y}_{k}=$ $\mathbf{e}_{k}$ with $i=$ matrixId and $k=\operatorname{col} I d$ as shown in lines 2 and 3. In line 4, a shared memory tile is declared, which is used to store the rows of the banded matrices $\mathbf{L}_{i}$. The variable Location is declared in line 5, which points to the first element of the banded matrix $\mathbf{L}_{i}$ in $S A$. To improve performance, a vector containing the latest set of elements of $\mathbf{e}_{k}$ and $\mathbf{y}_{k}$ is maintained in registers, as shown in line 6 . In line 8 , the element Register[1] is set to $e_{k}[0]$, which is the first element of the $k$ th column of matrix $\mathbf{I}_{i}$. Line 10 outputs the first element of vector $\mathbf{y}_{k}$. In line 12, all the threads in the block cooperatively read the first row of the packed matrix $\mathbf{L}$, and the threads subsequently synchronize their work.

After the initialization, starting from line 15, the remaining elements of the output vector $\mathbf{y}_{k}$ are calculated. The loop instruction in line 18 computes the dot product required in the forward substitution routine. The solution for $y_{k}[j]$ is computed in line 20 , and this value is written into the main memory in the next line. Because the first entry of the array Register is no longer needed, we update the values as shown
in lines 22 and 23. Thus, at the end of the first iteration, Register[0] is set to $y_{k}[0]$, Register $[1]$ is set to $y_{k}[1]$, and Register[2] is set to $e_{k}[2]$. Likewise, at the end of the second iteration, Register $[0]=y_{k}[1]$, Register $[1]=y_{k}[2]$, and Register[2] $=e_{k}[3]$. Finally, in line 25, a row of the array $L$ is read into the tile. Similarly, a new element of the vector $\mathbf{e}_{k}$ is read. Finally, the ThreadBarrier instructions allow for the synchronization of the work among the threads in the block.

### 4.3. Batched inverses: backward substitution

Given the matrices $\mathbf{U}_{1}, \mathbf{U}_{2}, \ldots, \mathbf{U}_{m}$ (computed in routine 2) and $\mathbf{Y}_{1}, \mathbf{Y}_{2}, \ldots, \mathbf{Y}_{m}$ (computed in routine 3), the next step is to solve the set of linear equations $\mathbf{U}_{i} \mathbf{X}_{i}=\mathbf{Y}_{i}$ for $i=1, \ldots, m$. Solving $\mathbf{U}_{i} \mathbf{X}_{i}=\mathbf{Y}_{i}$ is equivalent to solving $n$ linear equations of the form $\mathbf{U}_{i}\left[\begin{array}{llll}\mathbf{x}_{1} & \mathbf{x}_{2} & \ldots & \mathbf{x}_{n}\end{array}\right]=$ $\left[\begin{array}{llll}\mathbf{y}_{1} & \mathbf{y}_{2} & \ldots & \mathbf{y}_{n}\end{array}\right]$ where the vectors $\mathbf{x}_{k}$ and $\mathbf{y}_{k}$, for $k=1, \ldots, n$, are the columns of matrices $\mathbf{X}_{i}$ and $\mathbf{Y}_{i}$ respectively. Routine 4 shows our implementation of the batched backward substitution method in GPUs.

```
Algorithm 4: GPU kernel to solve set of linear equations
\(\mathbf{U}_{i}\left[\begin{array}{llll}\mathbf{x}_{1} & \mathbf{x}_{2} & \ldots & \mathbf{x}_{n}\end{array}\right]=\left[\begin{array}{llll}\mathbf{y}_{1} & \mathbf{y}_{2} & \ldots & \mathbf{y}_{n}\end{array}\right]\) for \(i=1, \ldots, m\).
    Input: Packed matrix \(\mathbf{U}\) with size \(n *(b+1) *\) batchSize, where \(n=\) number of
            columns, \(b=\) size of the band, and batchSize \(=\) number of packed
            matrices in \(\mathbf{U}\); matrices \(\mathbf{Y}=\left[\begin{array}{lll}\mathbf{Y}_{1} & \mathbf{Y}_{2} & \ldots \\ \mathbf{Y}_{n}\end{array}\right]\), each with size \(n \times n\).
    Output: Matrices \(\mathbf{X}_{1}, \mathbf{X}_{2}, \ldots, \mathbf{X}_{m}\) each size \(n \times n\)
    /* Working with zero-based indexing */
    2 matrixId = blockIdx.y /* Matrix index */
    3 colId \(=\) blockDim. \(x *\) blockIdx. \(x+\) thread Id \(x . x / *\) Column index */
    \(4 S A[(b+1)(B L O C K S I Z E)] / *\) Tile in shared memory */
    Location \(=(b+1) *\) thread Id \(x \cdot x\)
    6 Register \([(b+1)] / *\) Local array */
    \(\operatorname{Register}[0]=\mathbf{Y}[n * n *\) matrixId \(+n *(n-1)+\) cold \(I d]\)
    Register \([1]=\operatorname{Complex}(0,0)\)
    Register \([2]=\operatorname{Complex}(0,0)\)
    RowtoRead \(=n-1\)
    Read Row(U, \(n\), RowtoRead,thread Id. \(x, S A\) )
    RowtoRead \(=\) RowtoRead -1
    ThreadBarrier
    for \(j=(n-1)\) to 0 do
        \(z=1\)
        \(t=\operatorname{Complex}(0,0)\)
        for \(k=(j+1)\) to \(\min (j+b, n-1)\) do
        \(t=t+S A[0][\) Location \(+z] *\) Register \([z]\)
        \(z=z+1\)
            end
            Result \(=(\) Register \([0]-t) / S A[0][\) Location \(]\)
            \(\mathrm{X}[n * n *\) matrixI \(D+n * j+\) col I \(d]=\) Result
            Register[2] \(=\) Register [1]
            Register \([1]=\) Result
            ThreadBarrier
            if (RowtoRead \(\geq 0\) ) then
                Read Row(X, \(n\), RowtoRead, thread Id d. \(x, S A\) )
                Register \([0]=\mathrm{Y}[n * n *\) matrixI \(d+n *\) RowtoRead + colId \(d]\)
            end
            ThreadBarrier
            RowtoRead \(=\) RowtoRead -1
    end
```

Algorithm 4 is very similar to Algorithm 3, and as a result, we only comment on the main differences. Similar to Algorithm 3, we use a Register to store the needed values of the vectors $\mathbf{x}_{k}$ and $\mathbf{y}_{k}$. In the beginning, Register $[0]=\mathbf{y}_{k}[n-1]$ and the other elements of Register are set to Complex $(0,0)$. In lines 15 to line 20 the routine solves for $x_{k}[j]$. At the end of the first iteration, the values of the registers are Register $[2]=$ Complex $(0,0)$, Register $[1]=x_{k}[n-1]$, and Register $[0]=$ $y_{k}[n-2]$. At the end of the second iteration, the values of the registers are Register $[2]=x_{k}[n-1]$, Register $[1]=x_{k}[n-2]$, and Register $[0]=$ $y_{k}[n-3]$. The rest of the instructions are similar to the ones described in Algorithm 3 with the difference that the main loop is executed starting from the last row.

It is worth noting that Algorithm 2 described above corresponds to a summarized version of our batched LU decomposition code in GPUs.


Fig. 3. Comparison of conventional and amplified gradient methods for QOC calculations for the $v_{i}=1 \rightarrow v_{f}=3$ transition in the Morse potential. (a) The amplified gradient method requires fewer iterations to reach a probability of 1. (b) Plot of the update rate, $\gamma$, for the gradient in each iteration. (c) Execution time of the line search in each iteration, which is positively correlated to $\gamma$ in panel (b). (d) Optimal control pulses, $E(t)$, generated by the original and modified gradient methods. The electric fields have nearly the same functional form but differ by a global phase factor, which are physically insignificant for QOC calculations.

In our actual implementation, we have taken additional steps to improve performance by including one more row in the tile to allow data prefetching. In addition, we allow for lazy writing, i.e., instead of writing the matrices $\mathbf{L}$ and $\mathbf{U}$ directly to GPU memory, we write the data to an auxiliary tile and subsequently execute the writes further down in the pipeline. Moreover, all I/O operations are coalesced as the threads in the block read (write) from (to) contiguous memory addresses. The shared memory is used extensively, and the code does not have thread divergences due to if conditions. In addition, given enough matrices in the batch, multiple GPU blocks are created to ensure all the multiprocessors are busy. Algorithms 3 and 4 also take advantage of coalesced reads and writes, efficient use of the shared memory, efficient use of the register file, and high occupancy due to the large number of matrices being processed.

## 5. Computational results

Before examining the execution times of our GPU implementation, we compare the performance of the original gradient vs. our new amplified gradient modification.

### 5.1. Comparison between original and amplified gradient modification

We used the TRAVOLTA software package to examine QOC between the first and third excited states of the Morse potential in Eq. (8) and found that it takes fewer iterations to converge when the gradient is amplified. Fig. 3a shows that the amplified gradient enables a sudden update to $P$ in the first iteration, while the conventional method maintains a nearly stagnant value of $P$ for 7 iterations. Fig. 3b shows that the update rate, $\gamma$, in the conventional method only becomes sufficiently large after the 6th iteration, which prevents rapid convergence of $\epsilon(t)$ prior to that step. In contrast, a sufficiently large value of $\gamma$ is obtained in the first iteration of the amplified gradient modification, which remedies the floating point underflow error for determining the update rate, explained previously in Sec. 3.

Our amplified gradient modification accelerates convergence not only by lowering the number of iterations but also by reducing the total
execution time in the bisection line search. As explained in Section 3, a large $\gamma$ increases the number of function calls to the forward propagation algorithm in line 7 of Algorithm 1. When the gradient is amplified, $\gamma$ becomes much smaller, and the line search for $\gamma$ can be calculated in less time, as shown in Fig. 3c. As discussed in Sec. 3, we typically set a threshold ( $\gamma_{\text {thres }}=10^{8}$ in this case) for the upper bound of the search interval to compute $\gamma$. However, one typically finds that the optimal $\gamma$ may be larger than $\gamma_{\text {thres }}$ when the probability, $P$, is small. The amplified gradient resolves this conflict. As shown in Fig. 3b, since the true $\gamma$ in the 7 th iteration $\left(\sim 10^{12}\right)$ is much larger than $\gamma_{\text {thres }}$, the conventional approach requires two iterations (i.e., the 7th and 8th iterations shown near the top of panel 3b) to evaluate $\gamma$, which otherwise would have been accomplished in one iteration (i.e., the product of the computed $\gamma$ in these two iterations, $\sim 10^{7}$ and $\sim 10^{5}$, is $\sim 10^{12}$ ). In contrast, our amplified gradient modification always gives a much better initial guess for calculating the optimal $\gamma$ after only one iteration.

Fig. 3d compares the optimized control pulses generated by the original and our amplified gradient modification. The electric fields have nearly the same functional form but differ by a global phase factor, which we previously demonstrated to be physically insignificant for QOC calculations [20]. As such, our amplified gradient modification in the TRAVOLTA software package accelerates convergence (and reduces total execution time) without affecting any of the final results.

### 5.2. Accuracy of the hybrid implementation

To demonstrate the accuracy and computational performance of our GPU-enhanced TRAVOLTA code, we present two representative QOC examples: the Morse and asymmetric double-well potential. Section 3 in the Supplemental Material gives additional examples of input parameters that can be used and/or modified to carry out QOC calculations of other general potentials. Fig. 4 shows our QOC results executed with our custom CPU+GPU implementation for the Morse potential (Eq. (8)), and Fig. 5 shows results for the double-well potential given by
$V(x)=\frac{x^{4}}{64}-\frac{x^{2}}{4}+\frac{x^{3}}{256}$.


Fig. 4. (a) Morse potential energy (solid blue line) and norm-squared initial vibrational eigenstate, $\left|\psi_{i}(x)\right|^{2}$, with $v_{i}=0$ (red dashed line). (b) Optimized electric field as a function of time for the $v_{i}=0 \rightarrow v_{f}=1$ transition. (c) Power spectrum (i.e., the Fourier transform) of the optimized electric field. (d) Norm-squared final target wavefunction $\left|\psi_{f}(x)\right|^{2}$ with $v_{f}=1$ and the propagated wavefunction $\left|\psi_{(N-1)}\right|^{2}$ which achieves a transition probability of $P=0.99$. (e) Objective functional, $J$, and transition probability, $P$, as a function of the number of iterations for a quantum control optimization of the $v_{i}=0 \rightarrow v_{f}=1$ transition in the Morse potential.

In both cases, the optimized electrical fields and power spectra plots are nearly identical with the results reported by Raza et al. [19]. It is worth noting that the optimized electric field in Fig. 5 differs by an overall global phase from its counterpart in Ref. 19, which we previously showed to give the same physical results and is, therefore, immaterial [20].

### 5.3. Computational performance on GPUs and comparisons

To illustrate the computational performance of our GPU parallelization scheme, we report the execution times of Algorithm 1 on one compute node of the Perlmutter supercomputer at NERSC [36]. Each GPU compute node has one CPU socket containing 64 AMD EPYC-7763 CPU cores and 256 GB of RAM. In addition, each node houses four NVIDIA A100 GPUs, each having 40 GB of RAM. In our calculations, we set the number of CPU threads to eight, and we use one GPU. To assess the computational performance of Algorithm 1 across different hardware platforms, we compare execution times for three implementations: (1) a CPU baseline implementation that utilizes tuned numerical
routines in the Cray BLAS LibSci library [37], (2) a standard CPU+GPU implementation that utilizes the CUDA BLAS (CUBLAS) libraries [38] (release 11.7), and (3) our tailored CPU+GPU implementation that utilizes the kernels described in Sec. 4. Our code is compiled with the HPE Cray GCC compiler, a wrapper based on the GNU GCC compiler (version 11.2) along with the CUDA compiler (release 11.7).

In our GPU implementations, we offloaded all operations involving matrices to the GPU. To compute line 10 in Algorithm 1, the CUBLAS library has routines for computing the inverse of multiple square matrices of $\mathbf{U}_{k+1 / 2}$ via a single call. In our custom code, instead of calling the CUBLAS libraries to compute the inverses of $\mathbf{U}_{k+1 / 2}$, we call our tailored GPU kernels described in Sec. 4. We set the size of the batch (i.e., the number of inverses that are computed in parallel) to 512. In addition, the time to read (write) the matrices from (to) disk is not reported, and we only record the time it takes for each hardware platform to execute the computations.

As mentioned previously, the results of our GPU-accelerated TRAVOLTA code are similar to the ones obtained in Ref. [19], which verifies


Fig. 5. (a) Asymmetric double-well potential energy (solid blue line) and norm-squared initial vibrational eigenstate, $\left|\psi_{i}(x)\right|^{2}$, with $v_{i}=0$ (red dashed line). (b) Optimized electric field as a function of time for the $v_{i}=0 \rightarrow v_{f}=1$ transition. (c) Power spectrum (i.e., the Fourier transform) of the optimized electric field. (d) Norm-squared final target wavefunction $\left|\psi_{f}(x)\right|^{2}$ with $v_{f}=1$ and the propagated wavefunction $\left|\psi_{(N-1)}\right|^{2}$ which achieves a transition probability of $P=0.983$. (e) Objective functional, $J$, and transition probability, $P$, as a function of the number of iterations for a quantum control optimization of the $v_{i}=0 \rightarrow v_{f}=1$ transition in the asymmetric double-well potential for $T=100$ and $\tau=0.01$.
the accuracy of our implementation. To further test the performance of our GPU implementation to handle larger system sizes, we varied the parameter $\Delta x$ (see Eq. (3)) from 0.1 to 0.0133 , which increases the rows in the $\mathbf{U}_{k+1 / 2}$ matrices from 161 to 1021 . Fig. 6 shows the execution times of our calculations for one iteration of the TRAVOLTA code (additional iterations involve the same computations as shown in Algorithm 1). In this figure, the speedup (shown in parentheses) is the ratio of the CPU code execution time to the standard/custom GPU code execution time for the same task (raw numerical values used to generate the plot are given in the Supplemental Material).

Fig. 6 shows that the standard CPU code (red vertical bars) is the slowest, even when using the high-performance Cray BLAS library, which has optimized routines to solve banded linear systems and compute inverses of banded matrices. It is worth noting that increasing the number of threads beyond 8 in our standard CPU code did not increase the performance substantially. In contrast, by offloading all matrix computations to the GPU, the standard CPU+GPU implementation (blue vertical bars in Fig. 6) decreases the execution time of the CPU im-
plementation by a factor of 3.7 in the best case. Transferring matrices from the CPU to the GPU, and vice versa, is computationally expensive; nonetheless, the highly optimized routines in the CUBLAS library are able to significantly reduce computational execution times.

Most importantly, our custom kernels described in Section 4 speed up calculations by a factor of 6.7 on average; for large matrices, the speedup is even more impressive with a factor of 11.4. In addition to offloading compute-intensive operations, such as matrix•matrix and matrix-vector calculations to the GPU, we attribute the gains in performance to the following 5 improvements: (1) Our custom kernels work in batches and exploit parallel processing in Algorithm 1, line 7, which take a large number of banded complex matrices as input and compute the inverses simultaneously. Working with large batches allows for the efficient movement of matrices between the CPU and GPU and vice versa (i.e., it is more efficient to move large chunks of data between these devices than moving small chunks of data). In our implementation, the size of the batch (512) is limited by the size of the GPU memory and not by our algorithm. For GPUs having larger main


Fig. 6. Comparison of execution times as a function of matrix size. Computational speedups with respect to the standard CPU implementation are shown in parentheses on top of the bars.
memories or systems with multiple GPUs, this parameter can be increased effortlessly. (2) Our custom kernels exploit the banded structure of the matrices as shown in Algorithms 2, 3, and 4. Executing the LU decomposition on banded matrices is faster than decomposing square matrices [27]. As noted by Dongarra et al. [39], major improvements in performance can be achieved when the routines exploit the sparsity (i.e., the band) of the matrices. (3) The layout of the rows of the banded matrices, shown in Fig. 2, allows for coalesced reads and writes when Algorithm 2 is executed; as a result, our kernels are able to move data efficiently within the GPU. Also the data layout of the $\mathbf{L}_{i}$ and $\mathbf{Y}_{i}$ matrices allows for the efficient execution of I/O operations during the execution of Algorithm 3. Likewise, the data layout of the $\mathbf{U}_{i}, \mathbf{Y}_{i}$, and $\mathbf{X}_{i}$ matrices allows for the efficient execution of Algorithm 4. (4) By keeping the input matrices in tiles, our kernels can reuse the rows of the input matrices. For instance, in the case of Algorithm 2, one single row is reused up to $(b+1)$ times. (5) The GPU threads in Algorithms 2, 3 , and 4 work in a cooperative and independent fashion. In the case of routine 2 , operations such as reads, writes, and the movement of data within a tile is executed by all threads in the block in a cooperative fashion, which increases its efficiency. In this routine, once the data is in the tile, the threads are allowed to work in an independent fashion; i.e., a GPU thread is responsible for executing all the arithmetic calculations required by the decomposition method. The same ideas apply for routines 3 , and 4 . In addition, our kernels make use of other methods, including prefetching, lazy writing, extensive use of the register file, and minimal use of thread barriers, among others, which further increases computational efficiency.

## 6. Conclusions

In this work, we have developed and provided the open-source TRAVOLTA software package for accelerating QOC calculations on massively-parallelized GPUs. The TRAVOLTA code utilizes a new amplified gradient modification that prevents floating point underflow errors and accelerates the bisection line-search process for improved convergence. To enable additional performance enhancements, we offloaded computationally intensive operations such as matrix inverses, matrix•matrix, and matrix•vector multiplications to high-performance GPUs. To efficiently compute matrix inverses on GPUs, we implemented three customized high-performance kernels in our batched approach. The first kernel computes the LU decomposition of multiple banded matrices simultaneously, and two additional kernels compute the inverses via forward and backward substitution methods. In addition, our tailored kernels implement computational techniques such as data prefetching, coalesced read and writes, efficient utilization of shared memory and shared registers, efficient distribution of work among the GPU cores, minimization of thread divergences and synchronization
points, lazy writing, and efficient movement of data between the CPU and GPU. These computational techniques are used in conjunction with recent batch computation methods to enable impressive parallelization of QOC calculations on modern multi-core GPUs.

To assess the accuracy and efficiency of our implementation, we applied the GPU-accelerated TRAVOLTA code to a variety of QOC systems and benchmarked its performance on state-of-the-art A100 GPUs on the Perlmutter supercomputer at NERSC. From these computational timing tests, we show that the TRAVOLTA code generates the same results as previous QOC benchmark calculations on CPUs but with a speedup that is more than 10 times faster. Most notably, our computational timings of the TRAVOLTA code demonstrate that its computational performance actually increases with system size compared to its CPU implementation. Looking forward, these algorithmic improvements and GPU-parallelization techniques could enable QOC calculations of larger systems that would otherwise be too time-consuming to run on CPUs. For example, QOC calculations in higher dimensions are intrinsically more computationally difficult since the size of the basis set used to construct the Hamiltonian scales exponentially (i.e., the basis set for a 2-dimensional example is a tensor product of two 1-dimensional basis sets). Another example where our GPU-parallelization techniques could enable significant performance gains is QOC in quantum computing, since the Hamiltonian increases as $2^{n}$, where $n$ is the number of qubits [7]. Since our GPU-accelerated routines show better performance on larger matrices, the techniques used in this work are expected to show even larger performance gains for all of these large quantum systems. Similarly, we anticipate that some of our computational techniques could be extremely useful for QOC calculations of systems with computationally intensive many-body quantum interactions (which would require additional mathematical operations on large matrices) that would significantly benefit from the algorithmic/parallelization enhancements used in this work.
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