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Abstract

Imitation is a key component of human social behavior, and
is widely used by both children and adults as a way to navi-
gate uncertain or unfamiliar situations. But in an environment
populated by multiple heterogeneous agents pursuing different
goals or objectives, indiscriminate imitation is unlikely to be
an effective strategy—the imitator must instead determine who
is most useful to copy. There are likely many factors that play
into these judgements, depending on context and availability
of information. Here we investigate the hypothesis that these
decisions involve inferences about other agents’ reward func-
tions. We suggest that people preferentially imitate the behavior
of others they deem to have similar reward functions to their
own. We further argue that these inferences can be made on the
basis of very sparse or indirect data, by leveraging an inductive
bias toward positing the existence of different groups or types
of people with similar reward functions, allowing learners to
select imitation targets without direct evidence of alignment.
Keywords: imitation, social cognition, goal inference, theory
of mind

Introduction
The complexity and variety of the real world is such that we
often find ourselves required to act in new environments or
unfamiliar scenarios. When determining what actions to take
in such situations, we could follow an exploratory approach,
trying lots of different behaviors until we achieve our desired
result. But this will likely prove inefficient, and in some cir-
cumstances may even be dangerous or intractable. Imitation
provides an attractive alternative—if we can observe other
agents in our environment, perhaps we can learn to follow
their example. Children are quick to learn by imitating others,
sometimes faithfully and sometimes selectively (Howard et
al., 2015), although their strategies are still not completely un-
derstood (Over & Carpenter, 2013). Selectivity makes sense
in the context of bounded resources: in an environment popu-
lated by diverse agents, not all will be equally useful to imitate.
Indeed, copying an unknown agent may actually be counter-
productive: the stranger may be eating something intolerably
spicy, or be able to navigate terrain, like deep water, that we
cannot. Therefore, any would-be imitator must engage in
some form of selection or filtering, identifying which agent(s)
to imitate and which to ignore (or in some cases electing to

avoid imitation altogether). This process likely relies on many
different factors, and is heavily context-dependent. We will
first give a brief overview of existing research that attempts
to map out these factors, before considering one in particular
that we believe to be underexplored.

Social learning strategies
A substantial body of empirical and theoretical research into
the field of social learning strategies, primarily from an evolu-
tionary perspective, has identified a range of rules or heuristics
used by both humans and other animals to guide their selec-
tion of imitation targets (Rendell et al., 2011). One strategy,
observed in stickleback fish (Kendal et al., 2009) and humans
alike (Zmyj et al., 2010), is to copy the agents that are ob-
served receiving the highest payoff within the domain of inter-
est (such as locating sources of food). Other strategies rely on
less task-specific characteristics of potential models. For in-
stance, stickleback fish also prefer to copy the actions of larger
demonstrators (Duffy et al., 2009), and chimpanzees prefer to
copy older individuals and those occupying higher social rank
(Horner et al., 2010). Human children also imitate based on
age and social status, preferring to copy adults rather than their
same-age peers, even when those peers possess better domain
knowledge (Wood et al., 2012). Children additionally take
into account the familiarity of potential model agents, placing
higher trust in information provided by a more familiar teacher
(Corriveau & Harris, 2009).

Inferring others’ reward functions
Heuristics such as “pick the older/more successful/more fa-
miliar person” likely do not capture the full picture of how
and when people choose who to imitate. For instance, they
do not entail any direct reference to the cognitive or men-
tal states of either imitator or model. It is well established
that people develop, from a young age, the ability to reason
about the hidden mental states of others from observations
of their behavior—typically referred to as Theory of Mind
(ToM) (Wellman, 1990; Fodor, 1992; Repacholi & Gopnik,
1997; Onishi & Baillargeon, 2005). It is plausible that rea-
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soning about the cognition of other agents could be useful
in determining their suitability as potential imitation targets,
and Heyes (2016) has argued for the existence of a subset of
social learning strategies (SLSs) that are explicitly metacog-
nitive. An example of how an SLS may rely on ToM is given
by Diaconescu et al. (2014). When faced with a repeated
binary-choice task, and provided with advice from an advisor
motivated either to help or mislead them, participants followed
the advice to the extent that they believed their advisor wanted
to be helpful.

One key component of ToM concerns the determination of
other agents’ goals or reward functions. This inference process
is usually invoked in the context of predicting the behavior of
another agent in order to manage some sort of interaction with
them, but it may also play a role in selecting which agent(s) to
imitate. In recent years, efforts have been made to capture this
process using computational models. (Lucas et al., 2014; Jara-
Ettinger et al., 2015). One promising approach has been to
develop models based on the idea of inverse planning (Baker
et al., 2009; Pantelis et al., 2014; Baker et al., 2017; Zhi-Xuan
et al., 2020) or inverse reinforcement learning (Ramachandran
& Amir, 2007; Ziebart et al., 2008), where generative models
of (approximately) rational behavior are inverted to produce
inferences of mental states or reward functions from observed
actions. These models are often evaluated using simple 2D
environments, referred to as “gridworlds”. A gridworld usu-
ally contains a small fixed set of possible goal items or states,
and agents within the gridworld are limited to an action space
that consists only of movement along the four cardinal direc-
tions. While representing a significant simplification relative
to naturalistic settings, their bare-bones structure allows for
clear and unambiguous presentation of goal-directed agent be-
havior, as well as enabling tractable modelling. Although our
aim in this paper is not in explicitly evaluating or modelling
people’s ability to infer reward functions per se, this line of
research inspires both our choice of experimental paradigm
and the predictions we make in the following section. We
believe that simple gridworld environments are well-suited
as a setting for exploring how people use the inferences they
make about other agents’ reward functions to guide their own
behavior—something which, to our knowledge, they have not
previously been used to investigate.

Imitation on the basis of reward function inference
Knowing that people engage both in selective imitation and
in inferring the reward functions of others in their environ-
ment, we can pose a simple question: do these inferences
inform the selection of imitation targets? More specifically,
do people selectively imitate those in their environment they
believe have reward functions that are similar in some sense
to their own (Question 1)? In the following sections of this
paper, we attempt to test this proposal. Extending this simple
question, we also suggest and investigate two possible ways
in which people might generalize their decisions about who to
imitate: goal generalization and agent generalization. First,
when placed in a new context where they have limited or no

information about their own reward function, do people con-
tinue to imitate those who in a previous context were judged
as having a reward function similar to their own (Question 2)?
Second, can people take advantage of correlations between
the reward functions of different agents to select imitation
targets without comparing their own reward function directly
(Question 3)? To investigate these questions, we conduct an
experiment using navigation-like tasks in an online gridworld
environment. In the following section we describe in more de-
tail the structure of the experiment, and outline the predictions
made.

Experiment
To test the three questions posed in the previous section, we
conduct an online experiment, in which participants navigate
a series of 2D gridworld environments (“levels”) and score
points by collecting colored “gems”. Each level is populated
by a set of simulated agents, visible to participants, that collect
gems to maximize their own fixed reward functions. By ap-
plying restrictions to the availability of information in certain
levels, we incentivize participants to imitate agents’ behavior,
with their choice of imitation target reflected in the path they
choose to take through the level. We manipulate two factors
between participants. Participants are assigned to either the
path+goal condition (addressing Questions 1-2) or the agent
condition (addressing Question 3); in addition, they are ran-
domly assigned one of two fixed reward functions (r1 or r2),
which determine the mapping from gem colors to points.

Following an unscored practice level, the experiment is
divided into distinct phases that each consist of two levels
(see Fig. 1 for a visual schematic). The phases completed by
each participant depend on which condition they are assigned.
To begin with, all participants complete the learning phase,
which provides evidence of the reward functions of Agents 1
and 2 with respect to gems A,B,C. In the path+goal condition,
the learning phase is followed by the path uncertainty phase.
In this phase, the environment becomes partially observable
(see Fig. 2), such that the participant knows the value of all
gems available but not where each is located, making imitation
the optimal strategy. This phase is followed finally by the goal
generalization phase - while the environment in this phase
is fully observable, participants still face uncertainty since all
the gems present are new and have unknown value.

In the agent condition, participants proceed from the first
learning phase to the additional learning phase. In this
phase, two new agents (Agents 3 and 4) are introduced, and
the participant receives evidence of how the new agents relate
to the original agents (Agents 1 and 2) in terms of reward func-
tion. The gems in this phase are also new; furthermore, the
participant does not collect any gems themselves (remaining
a passive observer). This means that they receive no direct
evidence about how the new agents’ reward functions relate
to their own. Finally, this phase is followed by the agent gen-
eralization phase, in which the original agents are removed,
and the participant imitates one of the new agents in a choice
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Learning phase

Level 1 Level 2

Path uncertainty phase

Level 3 Level 4

Goal generalization phase

Level 5 Level 6? ? ? ?

Additional learning phase

Level 7 Level 8? ? ? ?

Agent generalization phase

Level 9 Level 10? ? ? ?

Figure 1: A diagram of the experiment structure, showing the progression of levels and indicating which agents and gems were
present in each. Green labels indicate levels included in the analysis; grey labels indicate learning/training levels. Gems whose
value were unknown to the participant are highlighted with a question mark.

between gems of unknown value.

Predictions
The predictions made for the different phases were as follows:

1. (Path uncertainty phase) when people cannot see the loca-
tion of the gems, nor which gems the agents collected, but
can only see which direction each agent travelled in, they
should choose to follow the direction of the agent which
previously collected gems that maximizes their reward func-
tion.

2. (Goal generalization phase) when people do not know the
values of the gems available, they should generalize their
previous choice of imitation target to the new set of options
(imitating the same agent as before).

3. (Agent generalization phase) when faced with a choice of
unfamiliar agents to imitate, people should use evidence of
correlations between agents’ reward functions to identify
and imitate the agent most likely to be aligned with their
preferences. More specifically, suppose that they judge that
Agent 1 has a similar reward function to them over one set of
gems, and then see that Agent 3 makes the same choices as
Agent 1 over a second set of gems. If a participant believes
other agents’ preferences to be correlated (e.g. because
agents belong to some set of latent groups or types) then
when faced with a third set of gems they should imitate
Agent 3.

Methods
Participants
We recruited 150 UK-based adults through the online platform
Prolific. Participants were paid £1.05 for taking part, plus a
bonus of £0.01 for every 5 points they scored (mean £1.34,
min £1.15, max £1.43). The experiment lasted 7m 55s ± 4m
27s. Each participant was randomly assigned with uniform
probability to either the path+goal (N = 72) condition or the
agent condition (N = 78).

Stimuli
The experiment took place within an online 2D gridworld
environment created using the GriddlyJS framework (Bamford

Figure 2: Examples of fully observable (left) and partially
observable (right) gridworld levels.

et al., 2022) and hosted on a custom web platform. Participants
completed a number of levels within this environment, each
containing a number of colored gems out of a total set of seven
gems {A,B,C,D,E,F,G}. Participants complete a level by
collecting any gem, but the number of points obtained varies
for each gem depending on their assigned reward function.
Participants were informed at the beginning of the experiment
of the values of only the first three gems. Each level was either
fully observable or partially observable; within a partially
observable level, only gridworld tiles within a certain radius of
the player avatar’s current position are visible (Figure 2 shows
examples of both level type).

Reward functions

Across both the path+goal condition and agent condition,
each participant was assigned one of two different reward
functions (r1 or r2), which remained fixed throughout the
experiment and controlled how many points were obtained for
each color of gem. To encourage efficient trajectories, both
reward functions also imposed a fixed cost of 1 point for every
step taken in the environment. A participant’s reward function
thus completely determined the optimal trajectory for any
given level. Each agent observed within the environment also
had one of these two reward functions (r1 for Agents 1 and 3,
r2 for Agents 2 and 4), and always executed the corresponding
optimal trajectory. For the sake of brevity, we will use the
terms aligned and misaligned to refer to agents with the same
or different reward functions, respectively. For example, for
a participant with reward function r1, Agents 1 and 3 were
aligned, while Agents 2 and 4 were misaligned.
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Procedure
Following an unscored practice level, participants completed
a sequence of six levels in the gridworld environment, as de-
scribed in Experiment. The levels presented to each participant
depended on whether they were assigned to the path+goal
condition or the agent condition (see Fig. 1). At the beginning
of a level, the participant watched a sequence of prerecorded
trajectories, each showing a different agent completing the
level by navigating to one of the available gems (determined
by their reward function). Agents were represented using
stylised geometric avatars (see Fig. 1). After watching these
demonstrations, the participant completed the level themselves
by using the arrow keys on their keyboard to move their own
avatar around the gridworld to a gem. Their trajectory for each
level was recorded as a sequence of 2D coordinates. At the end
of the experiment, after completing all assigned levels, partici-
pants were asked to supply a short explanation (minimum 100
characters) for the choices they made.

Analysis
The trajectory of each participant was recorded for each level
as a sequence of coordinates. For each of the levels included
in the analysis there were two demonstrator agents shown;
the trajectories of these agents were compared to the trajec-
tory recorded for the participant. Letting τp and τ j represent
the trajectories of the participant and demonstrator agent j,
respectively, we compute the similarity as

s(τp,τ j) = e−
1
T ∑

T
t=1 d(τ(t)p ,τ

(t)
j ) (1)

where d(τ(t)p ,τ
(t)
j ) gives the Euclidean distance between the

two trajectories at timestep t. The function s produces values
that lie in the range (0,1], with a value of 1 indicating that the
two trajectories are exactly identical.

For each participant and level, we used the two similarity
values (corresponding to the two agents) to compute a binary
variable

αp = arg max
j∈{1,2}

{s(τp,τ j)} (2)

indicating which agent participant p’s behavior was most
similar to. This was used to perform (for each level) a single-
tailed binomial test, with n as the number of participants who
completed the level, k as the number who were more similar
to the aligned agent, and a null hypothesis of k/n = 0.5. In
addition, we performed a logistic regression to predict αp from
the participants’ assigned reward function (r1 or r2).

Results
Exploratory analysis
We performed exploratory analysis on participants’ free text
responses explaining their answers. For this, text responses
were stripped of respondent or condition tags and manually
coded for mention of various strategies. We observed that

participants often mentioned following the agent with the pref-
erence for high scores, and only rarely explicitly mentioned
transferring their allegiance to the agent who was like the
first agent, which was the key experimental condition for Ex-
periment 2, mentioned by 16 respondents out of 78. Those
participants who did mention this strategy performed better at
the task (average score 155) compared to those who did not
pick up on this strategy (average score 135).

Unfortunately, despite the instructions and training phase,
many participants did not understand the task or were not moti-
vated to complete it successfully, as evidenced by mentioning
they followed a random strategy (53 mentioned random). The
participants who mentioned this performed worse at the task
(average score 131) compared to those who did not (N = 98,
average score 156).

Trajectory similarity
For each level included in the analysis, we used Equation 2
as the basis of both a single-tailed binomial test and a logistic
regression. Table 1 gives the results from both. During the
path uncertainty phase, participants were able to infer that
when gems’ locations were hidden, they could achieve the
best outcome by following the agent which had previously
been seen to favour their reward-maximising gem (p < .001,
accuracy = 87.5%). Furthermore, in the goal generalization
phase, participants were able to generalize this inference to
novel environments containing only gems of unknown value
(p < .001, accuracy = 69.4% in level 5; p < .001, accuracy
= 76.4% in level 6). Finally, when presented with unfamiliar
agents, and given evidence only of the relation between new
and old agents (and not directly between the new agents and
themselves), participants in the agent generalization phase
were able to identify which of the new agents was more likely
to be aligned with their own preferences and imitate them. This
was seen in level 9 (p = .00328, accuracy = 65.8%)—but in
level 10 (the final level) participants were much more prone
to explore, with imitation choices not significantly different
from chance (p = .411, accuracy = 53.2%).

Figure 3 (top) shows, for each level across the three test
phases, the mean trajectory similarity of participants to both
aligned and misaligned agents. In the path uncertainty phase
(levels 3-4), the participants’ behavior showed overwhelming
similarity to that of the aligned agent. In the goal generaliza-
tion phase (levels 5-6), the trend is slightly weaker, but still we
see significantly more similarity to the aligned agent. Finally,
considering the agent generalization phase, while for level 9
we see significant favouring of the aligned agent, for level 10
the difference is within standard error, and so is not significant.
This can likely be explained by participants having additional
motivations not captured by their assigned reward functions,
such as curiosity. Since the values of the gems in this phase
were unknown, some participants in level 10 (the final level)
will have explored in order to learn the value of whichever
gem they didn’t select in level 9. The visualisations of actual
participant and agent trajectories in Figure 3 (bottom) provides
an additional view into the same results.
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level 3 4 5 6 9 10
k/n 63 / 72 63 / 72 50 / 72 55 / 72 52 / 78 41 / 78

p 2.09×10−11 2.09×10−11 6.47×10−4 4.07×10−6 .00328 .411
accuracy (%) 87.5 87.5 69.4 76.4 65.8 53.2

Table 1: The results of a single-tailed binomial test and a logistic regression. At each level, n gives the number of participants
that completed the level, and k gives the number of participants that followed the aligned agent. p-values are computed based on
the null hypothesis that people imitate the aligned and misaligned agents with equal probability (i.e. k/n = 0.5). The bottom row
reports the per-level accuracy of a logistic regression model predicting imitation decisions (which agent a participant’s trajectory
was most similar to) from assigned reward functions (r1 or r2).

Learning phase Path uncertainty phase Goal generalisation phase Agent generalisation phase

agent

participants

r1 r1 r1 r1 r1 r1 r1r2 r2 r2 r2 r2 r2 r2

Figure 3: Top: mean similarity of participant trajectories to those of the aligned and misaligned agents for each level, computed
following Equation 1. Error bars represent standard error. Bottom: visualisation of recorded trajectories from participants and
agents with each reward function. Tiles with a lighter color were visited by a greater proportion of participants, and the starting
location for each level is highlighted in green.

Discussion
In this paper, we have explored the question of whether peo-
ple’s selection of imitation targets depends on inferences about
their reward functions, and to what extent these selections are
generalized. By conducting a behavioral experiment within a
virtual gridworld environment, we found that when faced with
a choice of imitation targets, people preferentially copy the
behavior of an agent they judge to have a similar reward func-
tion to their own. Furthermore, we demonstrated evidence that
people generalize these selections beyond the original context
in which the inference was made, continuing to imitate the
same agent’s choices over a new set of options with unknown
value. More interestingly, our results support the idea that
people can extend their inferences not only to unknown items
or goals, but also to unfamiliar demonstrators. By using ob-
served correlations between the reward functions of different
agents, people are able to select appropriate imitation targets
even without direct evidence of similarity to themselves.

Imitating agents who share your reward function
In any environment populated by heterogeneous agents pursu-
ing different tasks or goals, imitating at random is unlikely to

produce favourable results. In some cases, simple SLSs based
on superficial factors like age or appearance will be sufficient
to discriminate ‘good’ targets from bad. But in other cases,
these approaches will fall short. For example, we might have
a setting where agents appear similar or identical in terms of
explicit observable characteristics, but still vary significantly
along dimensions that are important to determining their be-
havior. Alternatively, a highly dynamic and fast-changing
environment could render more stable agent characteristics
increasingly less informative. We argue that under conditions
such as these, a metacognitive SLS based on reward function
inference can provide a valuable alternative. By identifying
and imitating agents whose behavior is directed towards the
same task or goal that they are trying to accomplish, a learner
can acquire behavior that is more likely to lead to outcomes
satisfying their own reward function. Indeed, our results offer
evidence for the existence of such a strategy: in agreement
with Prediction 1 (see Experiment), participants in the path
uncertainty phase showed an overwhelming preference for
imitating the agent that they had previously been able to infer
(during the learning phase) shared their reward function over
the available gems. However, it is also important to highlight
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certain limitations of the current experiment. For instance,
as outlined in the Exploratory analysis section, the free text
responses provided by a number of participants indicated that
they failed to understand the task. This suggests that the way
the task is presented to participants should be improved in any
future versions. Furthermore, a possible alternative explana-
tion for participants’ choices is that they judged the agents as
having the same reward function but varying in how compe-
tent they were at satisfying it. In an attempt to preclude this,
participants were instructed directly that agents were equally
capable but could vary in their preferences for gems. How-
ever, future versions of this experiment should be designed
in such a way as to explicitly distinguish between these two
explanations.

generalization to unfamiliar domains
In Prediction 2, we suggested that people can generalize these
inferences to new contexts, where the relative value of all
options is unknown. Our results from the goal generaliza-
tion phase support this prediction. Participants facing a novel
choice between gems of unknown value were able to gen-
eralize their previous selection of imitation target. This has
implications for how people handle situations involving un-
certainty around their own reward function. As an example,
imagine ordering a meal in a foreign country whose food is
completely unfamiliar to you. You may have no idea which
of the many dishes you would like best, but if your friend has
some experience with the cuisine, and you know from prior
experience that you and your friend often have similar tastes,
then you might assume that this similarity transfers to the new
context and copy your friend’s order. By doing this, you can
reduce the uncertainty in your own reward function through
selective imitation, effectively learning something about your-
self by copying the behavior of someone else. Of course, even
people with highly similar preferences don’t agree on every
conceivable choice, and so this type of generalization will
not always make sense. An interesting direction for future
work would be to investigate the factors that determine peo-
ple’s cross-domain generalization of reward-function-based
imitation. For instance, we might expect that people are more
willing to generalize when the two domains have more in com-
mon, or when they are more familiar with the agent they’re
imitating.

generalization to unfamiliar agents
While we have argued that inferring the reward functions of
other agents in a heterogeneous environment can provide a
useful basis for selecting imitation targets, there are reasons
to believe that this picture is incomplete. Firstly, recovering
a complete representation of an agent’s reward function just
from observations of their behavior is likely a sample-intensive
process. In an environment populated by a large number of
agents, it could therefore prove prohibitive to carry out this
inference for every agent individually; especially when re-
ward functions are high-dimensional. Furthermore, even in
a complex environment that supports a large space of pos-

sible reward functions, the probability distribution over that
space will likely be strongly peaked around a small number of
points corresponding to common reward functions, with some
variation. Encountering a new and unfamiliar agent, it is there-
fore likely that we can capture a reasonable approximation of
their reward function just by assigning them to one of these
points; in most cases this should be substantially more sample-
efficient than trying to recover their reward function ‘from
scratch’. As a first step towards investigating this idea, our
results from the agent generalization phase show that people
can in fact judge the suitability of an unknown demonstrator
by using evidence of correlations between different agents’ re-
ward functions. We suggest that this is enabled by an inductive
bias that pushes people towards modelling the existence of
distinct agent types or groups, which they leverage to achieve
a more sample-efficient understanding of the agents in their
environment. This idea is related to recent work in the area
of social structure learning concerned with computational
accounts of how people learn latent groups from observations
of individuals’ choices (Gershman et al., 2017; Gershman
& Cikara, 2020). Given an assumption that members of the
same latent group or type share consistently similar reward
functions, then the group membership of any particular agent
can serve in essence as a compressed representation of their
reward function; and thus of their suitability as an imitation
target. Future work will explore these ideas in greater depth,
considering more specifically the question of imitation on the
basis of inferred social groups, through both further behavioral
experiments and computational modelling.

Selective imitation in machines
The results of the current work have implications not only for
our understanding of human social learning strategies, but also
for how we might design artificial agents that use selective
imitation to learn more efficiently in unfamiliar environments.
Imitation learning, which has long been a common paradigm
for behavior learning in robotics (Osa et al., 2018; Argall et al.,
2009), typically makes the assumption that there is only ever
a single possible demonstrator—an assumption that quickly
breaks down outside of only the most controlled environments.
Giving machines the ability to actively select suitable imitation
targets within rich multi-agent environments could pave the
way to robots that are able to better navigate the complexity
and uncertainty of the real world. By pointing towards certain
priors or inductive biases involved in how people generalize
reward function inferences across domains and agents, our
initial findings may also have value for the development of
more humanlike inverse reinforcement learning algorithms.

Conclusion
In sum, our results, while preliminary, represent an impor-
tant step towards understanding how theory of mind abilities
such as reward function inference can support sophisticated
metacognitive social learning strategies that enable people to
acquire adaptive behaviors under various sources of uncer-
tainty.
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