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Abstract

Monte Carlo simulations of joint PDF approaches have been extensively developed in the past largely with Reynolds
Averaged Navier Stokes (RANS) equations. Current interests are in the extension of PDF approaches to Large
Eddy Simulation (LES). As LES allows to resolve the large scales of turbulence in time and space, a joint LES-
PDF approach holds the promise to ease the modelling requirements (e.g. mixing models). In the past we have
implemented a joint scalar PDF approach into LES with the flamelet model using an Eulerian approach. Our
preliminary results demonstrated that careful implementation of the Eulerian approach can be fully consistent with
the counterpart finite-volume method. In this paper, results of recent LES of a pilot CH4/Air flame (Sandia/TUD
flame D) with realistic finite-rate chemistry will be reported using three different mixing models including modified
Curl (MC), Interaction by Exchange with the Mean (IEM), and Eucledian Minimum Spanning Tree (EMST). The
calculations were performed with a 12-step reduced chemistry that has been well tested in RANS simulations of
Sandia Flame D. In constrast to established RANS results which showed unphysical extinction with selected mixing
models, LES results with different mixing models all lead to stable combustion and somewhat similar extinction
patterns. These results suggest that the requirements of mixing models may be relaxed if large variations in scalar
composition are coherently resolved as shown by our implementation of a joint LES-Eulerian PDF approach.
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1. Introduction

Current interest is in the application of Proba-
bility Density Function (PDF) methods to Large
Eddy Simulation (LES). As noted recently by Bil-
ger et al. (2005), the framework of LES alleviates
the demands on the micromixing (molecular mix-
ing) models, as a larger portion of sub-grid scale
fluctuations is resolved (as opposed to RANS).
Additionally, LES arguably enforces a higher de-
gree of locality in composition space, as it resolves
finer structures. Finally, LES provides more infor-
mation to be used in the mixing models (Bilger
et al., 2005). Sub-grid scale mixing is a key process
in the behavior of non-premixed turbulent com-
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bustion systems close to states relevant to engi-
neering applications, such as ignition, extinction,
and possibly reignition. While it is a well accepted
paradigm of turbulent combustion that extinction
and reignition are governed by the interaction
between chemistry and the local (high) gradients
in the scalar fields, the actual inner dynamics of
the process are just starting to be exposed (Hult
et al., 2000). Past experience with turbulent non-
premixed flames PDF computations (Tang et al.,
2000; Xu and Pope, 2000; Lindstedt et al., 2000)
proved the ability of PDF methods to capture
extinction in a variety of flames. Nevertheless,
the actual coupling between the choice of mixing
models and the ability of capturing the extinction
process is yet to be fully uncovered. It is safe to
expect that different mixing models will predict

2



different degrees of extinction, but quantitative
studies in the context of LES have only started
recently, and more work is needed as expressed in
the last two most recent workshops on Turbulent
Nonpremixed Flames (TNF, 2002, 2004). Very
recently, Mitarai et al. (2005) have performed an
extensive study on the performance of mixing
models in the framework of RANS, and LES, by
successive filtering of Direct Numerical Simulation
data for non-premixed turbulent flames undergo-
ing extinction and reignition. Their study (Mitarai
et al., 2005) shows that transitioning from RANS
to LES, the mixing models perform more similarly
one to the other, thus confirming the intuition
about the merit of LES in reducing the scale gap,
so that modeling requirements are eased. Addi-
tionally, attempts to quantify the differences and
similarities of the available mixing models in a
more fundamental way are still underway. Ren
and Pope (2004) performed a controlled compar-
ison (Partially Stirred Reactor) of Interaction by
Exchange with the Mean (IEM/LMSE) model
(Dopazo and O’Brien, 1974), modified Curl (MC)
model (Janicka et al., 1977), and Euclidean Min-
imum Spanning Tree (EMST) model (Subrama-
niam and Pope, 1998). Recently, the authors of the
present paper reported preliminary findings of an
investigation regarding the basic requirements for
a seemless integration of an Eulerian PDF method
into an incompressible LES (Bisetti and Chen,
2005). In particular, we devised a methodology to
assure that the mean of the mixture fraction PDF
(ensemble average) matches instantaneously and
locally the mixture fraction redundantly computed
from the LES finite volume scheme, so to harness
coherently all the available information from the
flow field computed by the LES. In the present
paper we report the results of recent LES of San-
dia Flame D with an Eulerian PDF approach and
realistic finite-rate chemistry. The goal set forth
by our computations is two-fold. On one hand we
compare the performance of the three main mix-
ing models (IEM, MC, and EMST) in the frame-
work of LES of piloted CH4/Air flames (Barlow
and Frank, 1998). On the other hand, we test the
overall predicting abilities of our novel fully co-
herent Eulerian PDF method, which we recently
extended to second order accurate in space and
third order accurate in time. Data reduction simi-
lar to Xu and Pope (2000) is adopted in order to
stress the extinction predictions, as compared to
experimental data from Barlow (2003).

2. Formulation of the problem and solution

method

A cylindrical mesh is used to cover the compu-
tational domain from the jet inlet up to x/D = 20.
The mesh extends from the centerline to r/D = 10
in the radial direction for the entire axial length.
Due to stringent constraints to the computational
resources available to the authors, the mesh is ad-
mittedly coarse with 250 equally spaced nodes in
the direction of the jet axis, 32 equally spaced az-
imuthal, and 37 nodes along the radial direction
(clustered towards the centerline). A mesh con-
vergence study based on a parallel version of the
same code here used is scheduled for the near fu-
ture. The flow field is solved with an incompressible
predictor-corrector TVD scheme, which is second
order in space. The time integration is performed
explicitly with a compact Runge Kutta third or-
der scheme. The well established adaptive filter-
ing technique by Germano et al. (1981) is used to
obtain the eddy viscosity. Additionally, the chem-
istry is integrated via In Situ Adaptive Tabulation
(ISAT) as developed by Chen (2004). The kinetics
are computed given a reduced mechanism compris-
ing 16 species and 12 reactions (Chen, 1999). The
stoichiometric composition is Fs = 0.351 (Barlow,
2003). The turbulent (filtered) inlet boundary con-
ditions for the main stream and the coflow are gen-
erated using the technique outlined in Klein et al.
(2003).

2.1. Eulerian PDF methodology

We let the probability density function PΦ(φ;x, t)
describe the probability density for the occurrence
of a given set of scalars at prescribed location
and time. We adopt a Monte Carlo method for
the solution of the PDF transport equation as in
Pope (1981). The present PDF calculations are
not coupled with the flow field, i.e. the local prop-
erties are calculated using a flamelet approach,
and not the local, instantaneous PDF solution. As
a result, all mixing models experience an identical
flow field. The treatment of the convective fluxes
is of order higher than one, and fully consistent
with the solution from the second order finite vol-
ume scheme. This implies that at every instant
t, and every location x, the ensemble average of
the mixture fraction from the PDF transport so-
lution is identical to the LES resolved value of the
conserved scalar. The subscale fluctuations (i.e.
fluctuations occurring on a scale smaller that the
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scales resolved by the LES) are resolved by the
notional particles population. Due to the limited
computational resources available to the authors
for the present computations, only 20 particles
on each node have been employed and no further
stochastic convergence study could be performed.
Operator splitting is used to advance the PDF in
time by evolving PΦ due to (i) convection (resolved
and modeled sub-grid-scale velocities) in physical
space, (ii) micromixing (via mixing models) and
(iii) reactions (via ISAT) in scalar space.

3. Statistics

Statistics are collected after several flow resi-
dence times have passed from the onset of the com-
putation. A residence time is estimated from the
flight time (domain length divided by bulk veloc-
ity) as 2.8 ms. In order to compare our results to
the available experimental data (Barlow, 2003), we
collected particles on the x/D = 15 plane at dif-
ferent radial locations, coherently with experimen-
tal practice. Following the reccomendations from
past TNF workshops we report results on radial
statistics, scatter plots and conditional statistics
and PDF. We focus our attention on temperature,
mixture fraction, and CO mass fraction data.

3.1. Radial profiles

The radial profiles for temperature and mixture
fraction are presented in Figures 1(a)-(d). Note
that the average (filtered and ensemble from PDF)
for the conserved scalar as in Figure 1(c) is identi-
cal for all of the mixing models, as expected, given
the uncoupled nature of the simulation (see Sec-
tion 2.1), which excludes feedback from the PDF
solution to the flow solver. Overall, the qualita-
tive agreement with the experimental data is en-
couraging. Also, all mixing models produce very
similar results, as it might be expected when the
amount of unresolved fluctuations decreases tran-
sitioning from RANS to LES. Additionally, it is in-
teresting to compare the somewhat homogeneous
behavior of the solution across mixing models to
the occurrence of unphysical flame blow-out ob-
served in some RANS computations with IEM mix-
ing model (TNF, 1998). The average temperature
is well within 20% at the location of largest error.
On the other hand, mixture fraction is within 30%,
where the error is the largest. The total fluctua-
tions (resolved by LES and subgrid PDF fluctua-
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Fig. 1. Mean and RMS for temperature (left, a-b) and
favre average and RMS of mixture fraction (right, c-d)
along the radial direction at x/D = 15 from experiments
(symbols) (Barlow, 2003), and from LES using IEM (solid),
MC (dashes), and EMST (long-dashes) mixing models.

tions) are captured correctly for the mixture frac-
tion, while large errors seem to be present for tem-
perature. In both cases, the general trend is cor-
rectly predicted.

3.2. Scatter plots

Scatter plots show a qualitative agreement of
temperature (Figure 2) and CO mass fraction (Fig-
ure 3) samples at x/D = 15 between all models
and the experimental data. The data also compare
well with the results presented in the last TNF
workshop (TNF, 2004). In particular, all models
yield a steadily burning solution. Of all the models,
EMST seems to be the one that captures best the
temperature. On the other hand, as reported by
other authors (Ren and Pope, 2004) we find IEM
and MC models to predict too many samples at
low temperatures, hence resulting in excessive ex-
tinction occurrence. Yet, the behavior across mod-
els is quite similar, and it might be argued whether
or not the observed differences are within numer-
ical error. The predicting abilities of EMST seem
to deteriorate as far as YCO scatter plots are con-
cerned, where MC seems to perform better.
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Fig. 2. Scatter plots of temperature versus mixture fraction
using some 10k samples at x/D = 15 from (a) experimental
data (Barlow, 2003), and from LES using (b) IEM, (c)
MC, and (d) EMST mixing models.
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Fig. 3. Scatter plots of CO mass fraction versus mixture
fraction using some 10k samples at x/D = 15 from (a)
experimental data (Barlow, 2003), and from LES using (b)
IEM, (c) MC, and (d) EMST mixing models.

3.3. Conditional plots

Upon conditioning on the mixture fraction we
are able to present statistics and actual PDF of
relevant scalars (T and YCO) versus the condi-
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Fig. 4. Averages and RMS (ensemble) of the CPDF (Con-
ditional PDF) of T (left, a-b) and CO mass fraction (right,
c-d) at x/D = 15 from experiments (symbols) (Barlow,
2003), and from LES using IEM (solid), MC (dashes), and
EMST (long-dashes) mixing models.

tioning variable F. Again, the models perform
similarly. Averages are extremely close one to
the other and to the experiemental data, while
fluctuations do show differences. In particular,
EMST is able to capture the range of tempera-
ture fluctuations much more accurately than the
other models, which, by overpredicting the spread
in temperature, are also more prone to extinc-
tion. On the other hand, the predictions for the
fluctuations in YCO are poor, and MC and IEM
perform better. Upon inspection of the CPDF of
temperature (see Figs. 5(a)-(c)), it becomes clear
that the PDF shapes produced by MC and IEM
present a slight bi-modal nature (peaks centered
at around 1000 K and 2200 K) that increases
the spread and indicates extinction. The experi-
mental data do present some extinction, but to a
much lower extent. The results from EMST show
less extinction, as the extinguished mode is less
probable than in the IEM and MC calculations.
Additionally, all computations seem to slightly
overpredict the most probable temperature. The
shape and quantitative features of the CPDF for
CO mass fraction are captured more accurately by
IEM and MC, while, as expected from the scatter
plots, EMST’s results are less accurate, in partic-
ular, the spread is underpredicted. Nevertheless,
the results are overall encouraging.
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Fig. 5. Conditional Probability Density Functions (CDF)
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LES data of T (left, a-b-c) and CO mass fraction (right,
d-e-f). On each plot we compare the experimental data
(dashes) (Barlow, 2003) with the results from a different
mixing model (solid).

3.4. Analysis of extinction patterns

In order to asses qualitatively the resilience to
extinction of the different mixing models we pro-
cessed scatter plots (single time measurements) of
temperature versus mixture fraction (see Figure 2).
By classifying an extinction event if the tempera-
ture at the given mixture fraction is lower than the
temperature of the last burning flamelet near ex-
tinction, we were able to categorize the scatter data
as either burning or not burning. Later we reduced
the classification to a probability of extinction con-
ditioned on the mixture fraction. The results are
shown in Fig. 6 were we compare the different mix-
ing models to the experiemental data. It is appar-
ent that all mixing models predict a low probabil-
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Fig. 6. Probability of extinction conditioned on the mixture
fraction at x/D = 15. The data is obtained definining an
extinction event if the temperature at a given mixture frac-
tion lies below the last burning flame as from Tsuji burner
calculations. Note that all mixing models overpredict the
occurrence of extinction, with the exception EMST mixing
model.

ity of extinction near stoichiometric composition.
Also, all models produce a steadily burning solu-
tion. Nevertheless, the extinction patterns are dif-
ferent. As shown by Ren and Pope (2004) and by
Mitarai et al. (2005), we also find the EMST model
to be produce less extinction, as it should naturally
result from the enforcement of locality in compo-
sition space, which prevents ’hot’ and ’cold’ parti-
cles from mixing. As a result of the model induc-
ing resistance to extinction, the mean conditional
temperatures are higher and conditional variance
in temperature are lower for EMST compared to
other models. All models cannot capture the be-
havior on the rich side. Nevertheless, the merit of
such comparison at rich compositions is question-
able, as experimental data might be unconclusive
near F=1. Yet, it seems clear that while IEM and
MC show a minimum in the extinction probability
near stoichiometric, whereas EMST shows no such
minimum. To conclude, the prediction by EMST is
quite accurate near stoichiometric, but the overall
trend still remains almost completely unpredicted.

4. Conclusions

Extinction in turbulent flames is an extremely
important, yet elusive process. The ability of pre-
dicting and eventually controlling extinction has a
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great practical value as far as the design of com-
plex combustion systems is concerned. LES meth-
ods have imposed themeselves as the new stadard
in turbulent computations, and their implementa-
tion in the existing framework of PDF methods for
turbulent combustion has started. In this paper we
reported some of the main results obtained from
simulations of Sandia’s piloted methane-air flame
D with an Eulerian PDF method coupled to an
incompressible LES. We used three different mix-
ing models (IEM, MC, and EMST) and compared
both general statistics and extinction predictions.
We conclude that the results across mixing models
are quite similar. Interestingly, all mixing models
produce a burning solution, contrary to previous
experience with RANS. We speculate that this be-
havior might be due to the ability of LES to resolve
finer scales, thus easing the requirements placed
on mixing models. In general, EMST model seems
to perform better in predicting the temperature
PDF conditioned on the mixture fraction. Also,
the occurrence of extinction is nearly correctly pre-
dicted quantitatively near stoichiometric, but the
overall trends are still erroneous. Amont all mix-
ing models, EMST (CΦ=2.0) allows obtaining the
most accurate predictions on extinction likelihood
near stoichiometric. Future work will concentrate
on mesh refinement and particles refinement study.
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