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Abstract

In many situations encountered in our daily lives where we
have several options to choose from, we need to balance the
amount of planning into the future with the number of alter-
natives we want to consider to achieve our long-term goals.
A popular way to study behavior in these planning problems
in controlled environments are maze-solving tasks since they
can be precisely defined and controlled in terms of their topol-
ogy. In our study, participants solved mazes that differed sys-
tematically in topological properties regulating the number of
alternatives and depth of paths. Replicating previous results,
we show the influence of these spatial features on performance
and stopping times. Longer and more branched solution paths
lead to more planning effort and longer solution times. Ad-
ditionally, we measured subjects’ eye movements to investi-
gate their planning horizon. Our results suggest that people
decrease their planning depth with increasing number of alter-
natives.

Keywords: planning; maze solving; eye movements

Introduction

In order to achieve our goals and navigate the complexities
of daily life, we need to plan our actions. In doing so, tasks
can turn out to be difficult, as they offer several alternative
courses of action or because the consequences of our actions
have to be considered over a longer period of time. One
way to study this planning behaviour in controlled environ-
ments is via maze-solving tasks. In contrast to simple binary
decision tasks, maze-solving involves sequential multi-step
decision-making, which requires planning in order to achieve
long term goals. Therefore, for analyzing decision-making
and its underlying planning mechanisms, mazes have been
of particular popularity in studying humans, animals and ma-
chines in various fields including Cognitive Science (Kryven,
Kleiman-Weiner, Tenenbaum, & Yu, 2022; Wu et al., 2016;
Buecher, Holscher, & Wiener, 2009), Neuroscience (Alonso,
van der Meij, Tse, & Genzel, 2020; Rosenberg, Zhang, Per-
ona, & Meister, 2021), and Robotics (Dang, Song, & Guo,
2010; Agel et al., 2017). Despite this broad interest in plan-
ning behavior in mazes, the analyses, modeling, and respec-
tive literature have been somewhat disconnected, reflecting
the potentially relatively arbitrary conceptualizations ranging
from sensorimotor planning to planning as higher cognition.

Real world naturalistic navigation tasks usually require the
integration of internal and external cues, the execution of mo-
tor actions, and internal planning (Kessler, Frankenstein, &
Rothkopf, 2022). However, one major advantage of mazes

as experimental environments is that they can be clearly de-
fined and generated in terms of their topology (Kim & Craw-
fis, 2018). Thus, we can use mazes to investigate planning
mechanisms during navigation and are able to control the
spatial structure of the environment. Elements of a maze’s
topology include for example, specific cell types (dead-ends,
turns, crossings) and their overall distribution, but also the
spatial arrangement of cells or the length of the solution path.
In recent years, the possibilities for automated generation
of mazes given various hyperparameters have been investi-
gated and constantly developed further (Bellot et al., 2021;
Kim & Crawfis, 2015). In human maze-solving, the under-
lying topological characteristics have been proposed to in-
fluence behaviour in terms of maze solving time: Solution
path length and the number of turns along the solution path
have been shown to render a maze more complex and there-
fore increase solving time (Crowe, Averbeck, Chafee, An-
derson, & Georgopoulos, 2000). The number of alternatives
influences the exploration behavior, where participants exam-
ine the task-relevant structure of the environment more thor-
oughly with an increasing amount of alternatives (Zhu, Lak-
shminarasimhan, Arfaei, & Angelaki, 2022).

Since planning and the underlying internal processes are
not readily observable while decisions are made, eye move-
ments have been used successfully as indication of ongoing
cognitive processes (Spering, 2022; Konig et al., 2016; Hay-
hoe & Ballard, 2005), particularly in tasks in which spatial lo-
cations allow reducing uncertainty about task relevant quan-
tities (Kaplan & Friston, 2018; Zhu et al., 2022). Further-
more, eye movements have been proposed to be closely re-
lated to the planning horizon since they can be understood as
information sampling in the visual environment (Ma, Ma, &
Gureckis, 2021) and have indeed been shown to be planned
ahead (Hoppe & Rothkopf, 2019). Furthermore, the plan-
ning horizon and strategy can differ dynamically within a
task and between subjects (Tsividis et al., 2021; Carton,
Nitsch, Meinzer, & Wollherr, 2016) not the least by the sim-
ple fact that human scan paths are not independent of individ-
ual behavioral preferences in gaze selection (De Haas, Iako-
vidis, Schwarzkopf, & Gegenfurtner, 2019; Kadner, Thomas,
Hoppe, & Rothkopf, 2023). Recent work suggests that
humans balance depth and breadth searches (Vidal, Soto-
Faraco, & Moreno-Bote, 2022) and prune decision trees re-
lated to their plans when encountering large losses (Huys et

1660
In M. Goldwater, F. K. Anggoro, B. K. Hayes, & D. C. Ong (Eds.), Proceedings of the 45th Annual Conference of the Cognitive Science
Society. ©2023 The Author(s). This work is licensed under a Creative Commons Attribution 4.0 International License (CC BY).



al., 2012) in sequential decision making tasks different from
mazes. However, whether and, if so, how humans poten-
tially balance different strategies such as depth and breadth
searches based on the availability of alternatives and the depth
in search trees, is not known.

Eye movements have been investigated in previous stud-
ies involving mazes to gain insight into human maze-solving
strategies, particularly related to planning. Previous studies
suggest that gaze reflects a mental simulation process during
maze-solving and is, therefore, reflective of the maze and its
solution path structure (Li, Watters, Yingting, Sohn, & Jaza-
yeri, 2022; Zhu et al., 2022; Crowe et al., 2000). (Zhao &
Marquez, 2013) found that gaze patterns during maze-solving
can be differentiated into those that subserve exploration and
those that aid in motor guidance. Although these studies indi-
cate that gaze patterns represent planning behaviour in mazes,
the exact influence of topological features on human planning
strategy and the adopted planning horizon remains unknown.

In this study, we parametrically generated different mazes
by controlling topological parameters, which influence the
number of alternative paths and the length of the solution
path. We analyzed participants’ behavior by converting
mazes into equivalent decision trees, allowing us to compute
principled features quantifying the topology. First, we con-
firm previous results showing that both the length of the solu-
tion path and the number of possible alternative routes impact
performance, i.e. search time. Secondly, we look at the influ-
ence of the overall topology and the influence at the level of
individual cells on solving time. Finally, by measuring sub-
jects’ eye movements, we can quantify participants’ planning
strategy by inferring depth and breadth features of their visual
search. We find an effect of the number of alternate paths in
a maze on the depth of their planning. Thus, with a larger
number of alternatives, they plan less deeply, but keep the
width of their planning constant, which hints at an adaptive
planning strategy that adjusts the depth of planning with the
number of paths that have to be considered. Such a strategy
is computationally adequate, because memory resources for
storing paths that have to be evaluated is limited.

Methods

Participants

16 subjects (9 female, 7 male; age M = 22, SD = 2.39) par-
ticipated in the experiment. For seven subjects additional eye
tracking data was recorded. All of the eye tracking subjects
had normal or corrected to normal vision. All experimen-
tal procedures were approved by the ethics committee of the
Technical University of Darmstadt and informed consent was
obtained from all participants.

Apparatus

Mazes were presented on a 2560 1440 (559 335 mm) mon-
itor. Participants were seated approximately 102 cm from the
monitor using a chin rest. The mazes were presented cen-
trally on an area of 1200x 1200 pixels, such that the stim-

uli were displayed at a visual angle of ~15°x ~16°. Eye
movement data were collected using an Eyelink 1000 Plus
eye tracker with a 35 mm lens, allowing online event parsing.
We recorded the data from the participant’s dominant eye de-
termined before the start of the experiment. We performed
a 9-point array calibration and validation procedure for each
participant prior to the start of the experiment to ensure the
accuracy of eye tracking data. The average validation accu-
racy was 0.3°, with all individual point measurements being
under 0.94°.

Experimental Design

Maze Generation We used the search-based procedural
content generation (SBPCG) approach (Kim & Crawfis,
2018) constrained to solution path length and the number
of dead ends to generate mazes in the size of 25 x 25 cells
varying in their difficulty in terms of number of alternative
paths and depths. This was done to elicit different human ex-
ploration patterns. All the generated mazes were perfect, so
there is exactly one correct solution path that leads from the
starting point to the goal. We opted for a 3 x 3 experimental
design, choosing three different solution path lengths (short,
medium, long) and three different levels of number of junc-
tions (low, medium, high). The solution path lengths and their
classification into the three levels are motivated by previous

Recursive backtracking Hunt-and-Kill Kruskal 9 pn
® S

1 3"'LFL,5 T
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Length of the solution path

c G IR
Number of junctions

Figure 1: The nine mazes used in the experiment. The
columns contain different generation algorithms, which cor-
relate with the number of junctions in the maze. In the rows,
the length of the solution path increases from top to bottom.
The starting point is shown as a grey point, the yellow star
visualises the goal, and green dots visualise the solution path.
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Figure 2: Topological features of mazes. (A) Visualisation of the cell types (1) straights (2) turns (3) dead-ends (4) T-junctions,
and (5) C-junctions. (B) The internal representation of a maze in a tree structure. For node d, the calculation of the Average
Distance to Dead-Ends is exemplarily shown. (C) Exemplary calculation of depth and breadth. The player is in cell d and then

fixates on cells f, h and g.

studies that observed variation in solution times when manip-
ulating these variables (Crowe et al., 2000). We ensured the
different numbers of junctions by using different generation
algorithms, which are known to generate different amounts
of dead ends correlating with the number of junctions: Re-
cursive Backtracking for low, Hunt-and-Kill for medium and
Kruskal for a high amount of dead ends. Figure 1 shows
the resulting nine mazes used and the respective subdivision
given by solution path length and the number of junctions.

Procedure Subjects were asked to solve the mazes as
quickly as possible. To navigate through the maze and reach
the goal, they could move from cell to cell using the arrow
keys on a regular keyboard. The player position was indicated
via a blue dot. Before the first move, the player position was
placed at the start position. The goal was indicated via a red
cross. After the first movement in the maze, the start position
disappeared. Cells already visited were not marked, so par-
ticipants needed to keep their path in memory in order to be
able to trace back their steps. In order to exclude potential bi-
ases simply stemming from the geometric orientation of the
solution path, each maze was shown twice, once as shown
in Figure 1 with the solution path aligned in the horizontal
direction and, a second time, rotated 90 degrees to the left.

In addition to the nine mazes, an easy-to-solve test
maze was generated using the Recursive Division algorithm
(Reynolds, 2010). It was shown at the beginning of the ex-
periment to familiarise participants with the control and task
mechanics of the experiments. Afterward, the 9x2 experi-
mental mazes were presented in random order. Finally, the
rotated version of the test maze was shown. The test maze
was excluded from further analyses.

Metrics of topology

Following (Kim & Crawfis, 2018), we define a set of met-
rics describing the global topology of a maze. First, this in-
cludes the different cell types that can occur within the maze,
which are visualised in Figure 2A. The simplest cell types
are dead-ends, which allow the player only to move back-
ward, followed by straights and turns, which allow the player
to move forward or backward. More complex cell types in-
volve a higher number of alternatives, including so-called T-
junctions for three alternatives and C-junctions for four, based
on their shape. These cell types, together with their frequency
and distribution especially along the solution path, build the
basis for the topological properties of a labyrinth. Another
important property to describe the complexity of the mazes is
the length and branching of individual paths until they reach
a dead end. In order to quantify this property, we introduce
the Average Distance to Dead-Ends (ADDE) measurement,
computed for all cells in a maze. To calculate this property,
each maze is converted into its equivalent tree structure with
its unique identity. Then, starting from one cell, the mean dis-
tance to all dead ends (without considering predecessor cells)
is calculated. The value thus captures two important proper-
ties: First, it increases with the number of alternative paths
given the current position since, for example, a C-junction
can have one more path running into a dead end than a T-
junction. Secondly, it increases with longer sub-trees after
the given position, which makes it more difficult for the sub-
jects to look at the entire set of paths, plan and remember the
findings. The tree representation of a maze and the exemplary
calculation of the ADDE score for a given cell can be seen in
Figure 2B.
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Measuring planning behavior

We use the subjects’ eye movements to gain insight into their
planning behaviour. To do this, we look at the eye movements
while the player stands still at a location in the maze and the
participant explores the maze with their gaze. For the plan-
ning process, we then compute two features of the search car-
ried out by the participant’s eyes, specifically a feature quan-
tifying the depth of a search and a second feature quantifying
the breath of a search. The depth of a search episode is calcu-
lated as the average distance of the fixed cells to the current
player position. The breadth is calculated by averaging the
proportion of covered cells per depth level up to the level of
the deepest fixation. Figure 2C shows an exemplary calcula-
tion of these two measures. The depth measure for the player
cell d is calculated by adding up the distance of the fixated
cells f,g,h to d (1,2,2 respectively) and dividing by the num-
ber of fixated cells (here 3) resulting in a depth of 5/3. For
the player cell d the breadth measure is calculated as follows:
On the first level only one of two possible cell (f) is covered
by a fixation, which results in a coverage of 1/2. On the next
and last level both possible cells are fixated (g and h) result-
ing in a coverage of 1. This gives us an average coverage for
the two depth levels up to the deepest fixations (g and h) of
3/4 as our breadth measure.

Results
Ruling out Confounders

Comparing the average solution times of the two types of ro-
tations showed no major effect (two-sample t-test, t=0.261,
p=0.795). In addition, the subjects were presented with the
mazes (except for the first and last maze) in a random or-
der. We performed a Linear Regression where the position
of the maze within the experiment was compared to the cor-
responding solution time. The order of presentation had no
significant effect on subjects’ performance (F(1,16)=0.125,
B=-0.49, p=0.072).

Performance

In order to quantify the performance of individual subjects,
we consider the total time they took to solve the mazes. The

Table 1: Descriptive statistics for all nine mazes.

Mean Std Min Max
Maze 1l 54.64 2198 2433 118.19
Maze2 50.12  33.15 2330 183.75
Maze3 8594  55.83 25.27 23881
Maze 4 71.58 51.73 20.39 254.83
Maze 5 95.67 7737 29.35 347.82
Maze 6 92.09 60.12 33.04 299.62
Maze7 96.54  62.25 3592 284.53
Maze 8 129.59 83.61 45.84 481.61
Maze 9 12831 86.50 54.28 480.42

mean solving time for the maze was 89.39 seconds (Gyazes =
59.17). The descriptive statistics and differences for all nine
mazes are shown in Table 1. On average, the fastest sub-
ject needed 41.77 seconds to solve one maze and the slowest
154.75 seconds (Osypjects = 34.76).

Why planning?

To investigate subjects’ performance, given topological con-
straints at the global maze level, we used a Linear Mixed Ef-
fects Model. We chose the subjects as random effects, the so-
lution path length and the number of junctions per path unit
on the solution path as fixed effects. Increasing the solution
path length should also increase the complexity of the maze
since a larger planning horizon is needed to traverse down
the path and rule alternatives out on the way. The number of
junctions should also correlate with a higher complexity due
to a higher number of alternatives that must be considered.
The number of junctions is defined as alternative paths from
the solution path, where C-junctions add two alternatives and
T-junction one choice. We choose random slopes and inter-
cepts for each subject to incorporate individual differences in
personal performance. Equation 1 shows the resulting model
for all the mazes.

solving time ~ (1|subject) + length + (length — 1|subject)
+ junctions + (junctions — 1|subject) (1)

The relative effects are shown in Figure 3. Our results sug-
gest that the solution path length and the density of junctions
on the solution path make the mazes harder to solve for all
participants and require increased planning effort.

0.8

0.6
-
i

0.2 "X J ()

—0.2 1

Relative Effect

-0.4

—0.6

Intercept Solution path lengtht***)  #Junctions***)

Figure 3: Relative effects for the Linear Mixed Effects Model.
Participants were chosen as random effects with random in-
tercepts and slopes. All variables were z-scaled. Errorbars
correspond to the standard error of the mean.
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Where to plan?

We differentiate between two different components in plan-
ning. Besides the regions a player looks at to find the solution
path and the cognitive processes underlying this search, it is
first important to know at which points in the maze this pro-
cess started. Therefore, we first look for points at which the
player stops moving and switches to exploring the maze with
their gaze. For this purpose, we calculated a linear regres-
sion over all subjects, looking for cell properties favoring a
prolonged stay and, thus, a prolonged planning time. In addi-
tion to the cell types (i.e. baseline straight/turn with only two
alternative paths), we also considered their position on the so-
lution path (i.e. the distance as number of cells to the target),
their ADDE score, and the interaction effect of these. The
fitted coefficients of the model (F(5,1075)=157.8,p < 0.005)
are shown in Figure 4.

We found longer waiting times the more alternative paths
the current cell had (note that here the 2-alternative cell types
straights/turns were taken as the baseline for the categorical
variables). We also found a significant influence of the cur-
rent position on the solution path. The further away the player
is from the goal point, the longer he stays. This is consis-
tent with our hypothesis that more planning and exploration
is necessary at the beginning to find a possible solution path.
The ADDE score alone has no significant influence but the
interaction between the ADDE and the distance to the tar-
get does. This can be explained by the fact that paths that
are longer and have an increased branching have hardly any
influence on planning shortly before reaching the goal since
the solution path has already been found with high proba-
bility. However, this has a strong influence right at the begin-
ning of solving a maze since possible solution path candidates
have to be explored much longer during initial planning to see
whether they are promising.
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Figure 4: Coefficients for the linear regression to explain the
times spent on cells given their specific properties. The refer-
ence variable for the cell type is turns/straights with only two
alternative decisions. Errorbars correspond to the standard er-
ror of the mean.

How to plan?

To investigate people’s planning strategy, we look at the
breadth and depth values for their fixations paths as described
and shown in Figure 2C. The calculated mean values for
breadth and width for all participants in all nine mazes are
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Figure 5: Estimated breadth and depth values (z-scaled). (A)
Mean breadth and width values across all participants for the
nine mazes. Errorbars correspond to the standard error of
the mean. All values are z-scaled. (B) Relationship between
the number of junctions in a maze and the breadth and depth
search values of participants. (C) Relationship between the
length of the solution path in a maze and the participants’
depth and breadth search values.
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displayed in Figure SA. These plots show that subjects used
consistent patterns of depth and breadth exploration across
different maze types. Despite some variability across partici-
pants, their behavior generally followed the two manipulated
topological features of the mazes (length of solution path and
number of junctions) in the same way.

By construction, the mazes were generated with differ-
ent characteristics in the dimensions number of junctions and
length of the solution path (see Figure 1). To investigate the
influences of these two features on the depth and breadth val-
ues, we calculated linear regressions. Figure 5B visualises the
influence of the number of junctions on breadth and depth.
The plot demonstrates a significant impact of the amount
of junctions in the maze on the depth of the search (linear
regression, R? = 0.74,p = 0.003) but not on breadth value
(linear regression, R> = 0.12,p = 0.36), i.e. with increasing
number of junctions, participants maintained the breadth of
their search, but reduced its depth. For the influence of the
length of the solution paths (Figure 5C) on breadth and depth,
we see no influence, neither on the depth (linear regression,
R? = 0.28,p = 0.14) nor the breadth values (linear regres-
sion, R? = 0.06,p = 0.51). Due to a longer solution path, the
paths are less deep overall. People cannot anticipate these cir-
cumstances, though, because they cannot possibly know the
length of the solution path in advance and thus don’t know
the depth of the alternatives. So, within the limits of their
capacities, they keep both breadth and depth constant here.

Discussion & Outlook

In this study, we investigated human planning strategies in
maze-solving tasks. We generated different mazes accord-
ing to fixed topological parameters and looked at both the
performance and the planning behaviour by means of explo-
ration times and measured eye movements of the subjects. We
were able to reproduce and extend previously known results
that suggested that performance decreases as mazes become
more complex (that is, a higher amount and deeper branches
within). At the cell level, we systematically found those lo-
cations where subjects needed more time to explore and plan
their next steps. These cells were easily detectable, because
participants spent significantly more time at these points in
the maze without moving while gaze was moving along alter-
native paths.

To investigate the underlying planning process, we trans-
formed the mazes into their equivalent decision trees to quan-
tify the number of available alternative decisions at each point
with the introduced ADDE measurement. The results show
a strong effect of junctions on the exploration time. How-
ever, the depth of the possible search tree mainly had an ef-
fect at the beginning of the solution path, where subjects had
to explore more extensively than towards the end when a so-
lution path had been found with high probability. Evaluating
the participant’s eye movements within the decision tree, we
were able to assign their internal planning to breadth or depth
seeking. Subjects tended towards breadth planning, which

suggests that they may be more likely to adopt a strategy that
allows them to explore multiple options before committing to
a specific solution. However, they are able to balance their
strategy and change to more depth planning with decreasing
number of junctions in a maze, e.g., adapting their strategy
when they encounter situations with limited options. One
explanation for this result is that the more alternative paths
present themselves at junctions, i.e. the larger the branch-
ing in the equivalent search tree, the larger the memory re-
quirement for evaluating all the different paths. Thus, by ex-
ploring each path to shallower degree, the burden on memory
is reduced. These findings are consistent with (Vidal et al.,
2022), who designed the BD apricot task, an economic many-
alternative task where subjects were asked to allocate finite
search capacity to sample the reward of the alternatives with
the goal to choose the best one. Their results suggested that
participants preferred deeper searches in environments where
good outcomes where more likely. This is comparable to the
increasing search depth of participants observed at maze lo-
cations with less alternative ways, i.e. deeper exploration of
one of the few paths could lead to better results.

While the results of the current study indicate the utility of
topological features in analyzing human planning strategies
in maze solving tasks, there are a number of limitations which
should be addressed in future studies. The introduced depth
and breadth measures give a good indication of the quality of
human planning behaviour, however, computational model-
ing of complete gaze sequences could give a more detailed
illustration of the planning behaviour deployed. Since the
subjects’ did not explore each alternative in complete depth,
they must use heuristics for pruning alternatives. An exam-
ple of such a heuristic could be based on the angular direc-
tion from the current position to the target location, which
could bias towards specific paths and alternatives in the plan-
ning process. To investigate the computational efficiency of
the deployed trade-off between deeper and broader planning
horizons, constrained breadth-first and depth-search searches
could be compared with the strategic behaviour of the partic-
ipants. Finally, we conclude that, although not addressing all
possible aspects of real-world navigation, the controlled vi-
sual search environment of algorithmically generated mazes
allows to investigate how humans adapt their planning behav-
ior based on topological features.
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