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How to vocode: Using channel vocoders for cochlear-implant
research
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The channel vocoder has become a useful tool to understand the impact of specific forms of auditory degradation—

particularly the spectral and temporal degradation that reflect cochlear-implant processing. Vocoders have many

parameters that allow researchers to answer questions about cochlear-implant processing in ways that overcome

some logistical complications of controlling for factors in individual cochlear implant users. However, there is such

a large variety in the implementation of vocoders that the term “vocoder” is not specific enough to describe the sig-

nal processing used in these experiments. Misunderstanding vocoder parameters can result in experimental con-

founds or unexpected stimulus distortions. This paper highlights the signal processing parameters that should be

specified when describing vocoder construction. The paper also provides guidance on how to determine vocoder

parameters within perception experiments, given the experimenter’s goals and research questions, to avoid common

signal processing mistakes. Throughout, we will assume that experimenters are interested in vocoders with the spe-

cific goal of better understanding cochlear implants. VC 2024 Acoustical Society of America.
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I. INTRODUCTION

The channel vocoder can be used as a method to reduce

the complexity of audio information in a highly controlled

way so that we can learn about crucial aspects of signala)Email: mcychosz4@ucla.edu.
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transmission and auditory perception. In general, a rich

input signal is replaced by a sparse output signal. The lis-

tener can then attempt to recover enough of the original

information to perform a task such as understanding a word.

In the case of speech understanding, a high level of intelligi-

bility can remain in the vocoded signal despite extremely

sparse spectro-temporal resolution (Shannon et al., 1995).

There are numerous research questions (and perhaps entire

fields of research) that can be pursued with vocoders.

However, the term “vocoder” is not specific enough to

describe the signal processing used in an experiment,

because vocoding is an entire class of signal processing and

encompasses many different variations. Details of vocoder

algorithms can differ dramatically, in ways that have mean-

ingful implications for how we interpret experimental

results. Toward the goal of addressing common misunder-

standings and reducing common mistakes, this paper

describes the processing stages in a vocoder. It also provides

guidance on how to set vocoder parameters in a way that is

aligned with experimenters’ research goals and questions.

Although vocoders have become synonymous with

cochlear implant (CI) research, the history of vocoders does

not begin with speech processing in CIs. The channel

vocoder was first developed in the 1930s by Homer Dudley

of Bell Labs as a means to compress and transmit speech via

underwater telephone lines (Dudley, 1939). Although never

employed for that application, the United States military did

use speech vocoding readily from the Second World War

through the Vietnam War as a telecommunication encryp-

tion method. Currently, speech encoders are prominent in

many music genres and can be heard in the work of artists

like Daft Punk, Tupac, and Kavinsky. Within the scientific

community, the vocoder is often used to degrade aspects of

the auditory signal and answer questions about auditory

processing and speech perception. The most common use of

a vocoder in this realm is to simulate aspects of CI process-

ing (Shannon et al., 1995).

The CI is one of the most successful neural prostheses

to date, with over one million ears implanted, including

more than 65 000 devices implanted in children (NIDCD,

2021; Zeng, 2022). One of the main purposes of CIs is to

partially restore access to speech information for communi-

cation. While research with CIs has significant public health

benefits, it has numerous complications and logistical chal-

lenges. CI users vary greatly in relevant individual factors

such as duration of deafness, the level and etiology of hear-

ing loss, and remaining cochlear and neural function, as

well as cognitive abilities that underlie speech recognition

(Boisvert et al., 2020; Pisoni et al., 2017). Effects of implan-

tation age, degree of hearing loss, and auditory system

health are often confounded within individual users—for

example, children with greater levels of hearing loss are

more likely to be implanted at a younger age—and so these

variables are rarely under researcher control or available to

isolate and examine empirically (Blamey et al., 2013). The

consequence of this subject-level variability, as well as the

inability to isolate certain variables, is the highly variable

response data often seen in research with CI users [e.g.,

Friesen et al. (2001)]. These facts, combined with the chal-

lenges of recruiting members of a relatively low-incidence

clinical population and the numerous choices in the signal

processing that are made in vocoder-centric speech process-

ing, result in a need for approaches and tools to better con-

trol and investigate the parameters that contribute to speech

perception with electrical stimulation.

Given these challenges, an alternative approach is to

conduct CI simulations in individuals with normal hearing

(NH) who are presented with signals processed to emulate

aspects of the electric hearing experience of CI users with a

channel vocoder. This approach has become an important

and practical tool to better understand how individuals with

hearing loss and CIs perform on auditory, speech, and lan-

guage tasks, as well as to assess how the hearing experience

of CI users [for example, by presenting a vocoded signal to

the NH ear of a CI user with single-sided deafness (Dorman

et al., 2020)]. Vocoder CI simulations permit explicit exper-

imental control over variables that are confounded within

individual CI users and allow larger sample sizes that can

help elucidate important effects. While acoustic simulations

are never meant to exactly mimic CI users’ experiences,

results from vocoder studies have clarified details about

hearing with a CI that researchers might otherwise be unable

to disentangle. For example, channel vocoders have been

used in CI research to suggest that shallower CI array inser-

tion depths appear to result in poorer speech perception out-

comes [e.g., Rosen et al. (1999) and Shannon et al. (1998)].

They have also been used to outline how interactions

between channels in the CI signal and listeners’ dynamic

range impact speech recognition (Grange et al., 2017;

Oxenham and Kreft, 2014; Stafford et al., 2014), as well as

how degraded speech signals may impact language develop-

ment [e.g., Newman et al. (2020)], listening effort (DeRoy

Milvae et al., 2021; Winn et al., 2015), and auditory pattern

recognition skills that support word learning (Grieco-Calub

et al., 2017).

Despite the advantages of vocoder simulations for CI

research, it is important to emphasize that many aspects of

the CI experience are not accounted for in vocoder CI simu-

lations and cannot be simulated via signal processing. There

are inherent differences between the electromechanical

transduction of an acoustic-hearing system and the purely

electrical transduction of a CI system. For example, CI elec-

trode stimulation is spectrally imprecise because of current

spread and channel interference (Srinivasan et al., 2012).

Electrical stimulation of the auditory nerve also results in a

reduced dynamic range and high temporal synchrony

(Brown et al., 1995; Hughes et al., 2001). Acoustic simula-

tions of electrical hearing will necessarily produce a travel-

ing wave and cochlear filtering even though those are absent

from electrical stimulation.

A vocoder also does not simulate the lifestyle changes

and social dynamics that come with living with hearing loss,

nor the process of weighing the benefit of engaging in con-

versation against the cost of listening fatigue (Hughes et al.,
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2018). Finally, unlike in typical vocoder studies where NH

individuals have short-term exposure to vocoded speech

stimuli, CI users exhibit great plasticity in performance as

they become accustomed to their devices [especially over

the first 6–12 months (Lenarz et al., 2012)] and this is an

aspect of the CI experience that is difficult to emulate via

vocoder simulations. Overall, listening through a vocoder

can simulate some aspects of the sound quality of a CI, but

does not simulate the true experience of being a CI user

every day. Therefore, it is essential that experimenters do

not consider vocoders to be true “CI simulations.”

We have structured this paper as follows: we first intro-

duce electrical stimulation of the auditory nerve to explain

modern CI processing and configurations (Sec. II). Then, we

provide a general overview of vocoder design (Secs. III and

IV) followed by individual, in-depth explanations of each

step in vocoder processing and how it is meant to emulate

certain aspects of CI processing. After describing each step

of vocoder processing in detail, we discuss how to report

vocoder designs in scientific studies (Sec. V) and we devote

a section to describing which aspects of CIs can be simu-

lated using vocoders (Sec. VI). Finally, we conclude with a

general discussion of how vocoders have been employed in

the literature to study the impact of CIs across the lifespan

(Sec. VII).

II. OVERVIEW OF ELECTRICAL STIMULATION OF THE
AUDITORY NERVE

Standard CI systems receive acoustic input from a

microphone attached to a sound processor. The input is then

analyzed by a bank of 12–22 frequency channels that cover

the frequency range important for speech perception

(approximately 200–8000 Hz). The exact number of electro-

des (and therefore number of frequency channels) along the

array varies by manufacturer and device (e.g., 16 for

Advanced Bionics, 22 for Cochlear, and 12 for MED-EL).

Consequently, there are relatively few separate places of

cochlear stimulation when compared to what listeners with

NH can access, so the frequency resolution in a CI system is

much worse than in NH (Mehta et al., 2020).

In CI processing, the temporal envelope is extracted

from each spectral channel, conveying the slowly varying

changes in intensity that reflect syllables, pauses, consonant

onsets and, sometimes the fundamental voice frequency

(f0). Faster changes in sound pressure—called temporal fine

structure—are usually discarded in this phase [for more

details about the nature of these timing categories see Rosen

(1992)]. However, information from the slowly varying

envelope is sufficient to understand speech in quiet

(Drullman, 1995). Those temporal envelopes are used to

modulate a series of periodic electrical pulses (generally

� 900 pps)) whose fixed rate does not reflect the temporal

fine structure of the original input signal.1 Those modulated

electrical pulse trains are emitted from electrodes in a multi-

electrode array that was implanted in the cochlea, ordered in

a way that is designed to capitalize on the tonotopy of the

cochlea to recreate a sparse version of the incoming sound

spectrum. In doing so, the CI bypasses the outer- and

middle-ear structures and therefore bypasses the sound fil-

tering and processing that is normally done in those parts of

the auditory system.

CIs capitalize on the tonotopic organization of the

cochlea by stimulating electrodes at the apical region when

low-frequency energy is detected by the microphone, and

stimulating electrodes at the basal region when high-

frequency energy is detected. However, the electrodes in a

CI are generally not perfectly aligned with the frequency

regions that they are meant to represent. This pattern leads

to some amount of tonotopic mismatch that will vary by

individual (Dillon et al., 2022; Dorman et al., 1997a).

A number of stimulation techniques have been devel-

oped to increase the frequency resolution available to CI

users, usually by adjusting the simultaneous stimulation of CI

electrodes. For example, current steering re-directs stimula-

tion to an area along the cochlea between two conventional

electrode contacts, perhaps permitting activation of interme-

diate sites of stimulation, while current focusing stimulates

regions along the cochlea that are narrower than what would

conventionally be excited (Berenstein et al., 2008).

Similarly, a variety of processing techniques help alle-

viate issues with channel interaction along the electrode

array. The continuous interleaved sampling strategy

employs interleaved pulses to ensure non-simultaneous acti-

vation of (adjacent) electrodes, which prevents supra-

additive interactions at overlapping areas of stimulation.

Channel peak picking is a strategy that ensures that only a

subset of electrodes are selected and activated during each

stimulation cycle, again helping address channel interaction

by removing low-intensity information that might other

“clutter” the spectrum (Winn et al., 2015). See Sec. III C for

detail.

In summary, a CI reduces the spectral resolution of an

acoustic input like speech by having a finite number of spec-

tral channels. It replaces the temporal fine structure of each

channel by modulating an unrelated carrier, typically a peri-

odic high-rate electrical pulse train. This degraded spectro-

temporal information is conveyed directly to the auditory

nerve in a roughly tonotopically organized fashion akin to

NH. A full review of how present-day CIs process acoustic

signals can be found in Loizou (2006) and Macherey and

Carlyon (2014).

CIs can be appropriate for a number of hearing configu-

rations that can be simulated using vocoders. Individuals

could have access to sound in both ears, either electrical or a

mix of acoustic and electrical. For example, a person could

have bilateral CIs. Or, individuals with severe-to-profound

hearing loss in only one ear (i.e., single-sided deafness)

could have a CI in one ear and typical acoustic hearing in

the other. Or that acoustic hearing ear could have some hear-

ing loss; it is common to have access to low-frequency

acoustic hearing only in one ear, which might only be acces-

sible through a hearing aid. In some instances, a person can

be implanted with a hybrid CI, which has a shorter electrode

array and shallower insertion depth than standard

J. Acoust. Soc. Am. 155 (4), April 2024 Cychosz et al. 2409

https://doi.org/10.1121/10.0025274

https://doi.org/10.1121/10.0025274


implantations, allowing the user possibly better access to

low-frequency residual hearing in the same ear that is

implanted. These are all configurations that can be simulated

via various vocoder designs (Dillon et al., 2022; Qin and

Oxenham, 2006; Stilp et al., 2016).

III. OVERVIEW OF VOCODER CONSTRUCTION:
ANALYSIS STAGE

Like a CI, a vocoder typically divides the input speech

signal into a set of frequency analysis bands (called the

ANALYSIS PHASE) and extracts the slowly varying temporal

envelope (amplitude contour) from each band. This is the

primary similarity between CIs and vocoders. However,

the delivery of that signal (called the SYNTHESIS PHASE) via

a vocoder is with acoustic rather than electrical simula-

tion, implying a number of constraints that will be

explored later in this paper. For each channel in the

vocoder, the temporal envelope is imposed upon a

CARRIER, such as a sinewave or noise-band, that often cor-

responds loosely to the frequency of the original input

analysis band (in a way that is similar to the envelope

modulating electrical pulse trains in a CI). Finally, the fil-

tered carriers are summed together to create the vocoded

sound that is presented to listeners. Figure 1 illustrates the

typical main components and order of vocoding, proceed-

ing sequentially from the input signal to the output. These

steps outline a relatively basic vocoder design. However,

there are several implementation choices within each step,

including ways to add complexity to the signal and simu-

late various components of CI signals. In the following,

we will describe the steps behind vocoding, outline

choices that practitioners can make to simulate different

CI configurations and settings, and how choices at each

stage may impact the final vocoded signal.

A. Filterbank and number of channels

The first step taken in vocoder construction is to apply a

bank of digital filters that divides the frequency spectrum

into channels. Some elements of a vocoder’s filterbank that

are commonly manipulated in vocoder CI simulations are

the (1) number of filters/channels, (2) lower and upper limits

of the frequency range, and (3) filter slope. Usually any-

where from 4 to 32 channels are created—the exact number

will partially determine the spectral resolution of the output

signal and is often used to simulate “number of activated

electrodes” (see Sec. VI A).

FIG. 1. (Color online) Overview of vocoder construction. Each step in the signal processing is listed in light gray boxes. Vocoder settings that practitioners

can adjust are listed in white boxes with dotted borders.
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Most vocoder implementations use logarithmically

scaled frequency channels, reflecting that the auditory sys-

tem (the basilar membrane) is roughly logarithmically

scaled (Cheung et al., 2016). For example, the first channel

in the digital filterbank could include the energy between

100 and 200 Hz, the second channel the energy between 200

and 400 Hz, and so on. The frequency-to-electrode alloca-

tion is typically based on the Greenwood (1990) map of the

basilar membrane, which assumes equal spacing of channels

in physical cochlear space. This methodological tendency is

well motivated but imperfect for at least two reasons. First,

CIs bypass the basilar membrane, instead stimulating the

spiral ganglion directly, and the spiral ganglion has a

slightly different frequency-to-place mapping, with the larg-

est deviations between those frequency maps found near the

apex (Stakhovskaya et al., 2007). Second, the electrodes in

a CI are not necessarily equally spaced. Nevertheless, the

Greenwood map is a common model for choosing channel

analysis and carrier frequencies.

The absolute lower and upper frequency limits contextual-

ize the number of channels; 12 frequency channels spanning

the range 100 Hz to 10 000 Hz would provide poorer resolution

than 12 channels spanning 200 to 5000 Hz, so it is not suffi-

cient to merely report the number of channels used. Depending

on the implementation of the filterbank, there are practical lim-

its for the number of channels that can be used before encoun-

tering undesirable technical limitations. These limitations are

discussed in detail later, but a general heuristic is that more

channels likely requires a higher filter order (i.e., steeper filter

slopes), which runs the risk of creating unstable filters that

cause distortion (see Sec. VI B and the Appendix).

Although one can filter the spectrum into discrete

“rectangular” bands, this is not always the goal. The carriers

can instead be shaped to mimic the non-rectangular spread

of excitation that results from large intracochlear electrical

fields generated at each electrode (see Sec. VI B). For the

carrier filter slope, anywhere from �6 to �24 dB/octave

slopes are common (with larger numbers corresponding to

steeper slopes that emulate less interaction and therefore a

clearer signal). Figure 2 illustrates the difference between

rectangular and sloping carrier filter carrier channels as they

would represent a vowel sound.

B. Envelope extraction

After constructing the filterbank, the amplitude enve-

lope is extracted from each channel. This extraction is either

done by calculating the Hilbert envelope of the signal or by

half- or full-wave rectification [this is a minor detail; there

is no evidence of a benefit for one method or the other

(Loizou, 2006)]. Then, a low-pass filter is typically applied

to each envelope. Typical low-pass filter cut-off values of

envelope extraction range from 50 to 400 Hz, with filter

orders often ranging from 1 to 4 (–6 to –48 dB/octave).

The chosen cut-off frequency for the filter depends upon the

research question being asked and which acoustic cues the

experimenter wishes to preserve (Fig. 3), as well as the car-

rier. During speech production, the human jaw oscillates at

approximately 4 to 8 Hz, reflecting the average rate of sylla-

bles per second, so temporal signal frequencies around 6 Hz

are critical for recognizing most speech. Similarly, the fun-

damental frequency of the human voice source ranges from

80 Hz (adult cisgender men) to upwards of 400 Hz (infants).

So, temporal modulation frequencies within this range can

be important cues for pitch identification and discrimination.

Higher cut-off frequencies (300 to 400 Hz) will preserve fast

modulations that include periodicity cues to the voice pitch,

while lower cut-offs around 50 Hz will eliminate those pitch

cues while preserving phonetic contrasts for different man-

ners of articulation as well as slower cues for syllables tim-

ing. Preservation of very high-rate envelope modulations

does not necessarily mean that they will be useful for speech

perception, particularly because temporal modulation detec-

tion thresholds begin to decrease for modulation rates

FIG. 2. (Color online) Two styles of filtering carrier bands in a vocoder. On the left, better spectral resolution results from an increasing number of bands.

On the right, the same number of channels are present in each row, and better spectral resolution instead results from steeper filter slope.
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greater than 10 Hz (Bacon and Viemeister, 1985; Shannon,

1992), become rather poor around 100 Hz, and completely

disappear by around 1000 Hz. The amplitude envelope is

therefore low-pass filtered at this stage in vocoder design to

only include frequencies below a target range (e.g., modula-

tions between 0 and 300 Hz).2

The range and depth of amplitude modulations in the

signal will be limited by the spectral bandwidth of the chan-

nel analyzed. Modulations occur when two or more spectral

components fall within the same filter, with modulations

emerging at the rate equal to the linear difference of those

components. Therefore, vocoders with a large number of

channels are likely to have narrower channels and therefore

have a limitation in the modulation rates that can be encoded

in each channel. Figure 4 illustrates this concept using

vocoders with different numbers of channels reflecting the

same overall frequency range. In the 4-channel case, each

channel spans a wide range, and the envelope (in red)

therefore shows deep modulations reflecting the periodicity

of the original speech (displayed above the channel break-

out). This happens because each of the 4 channels is wide

enough to capture many of the harmonics from the voice,

each strengthening the periodic modulations. Conversely,

the lower-frequency channels in the 16-channel vocoder

only include one or two harmonics of the signal, and there-

fore only shallow modulations emerge when multiple spec-

tral components interact. Consistent with this, modulations

in the 16-channel vocoder are limited to the upper

channels, which are wide enough (because they are loga-

rithmically spaced) to include a larger number of linearly

spaced harmonics. However, the relatively narrower

bandwidth of the analysis channels in the 16-channel

vocoder, combined with the relatively lower intensity of

the upper-frequency components of speech, render these

modulations less perceptible even if they can be visualized

on the plot.

Previous work has experimentally manipulated enve-

lope cut-off frequencies (e.g., 16, 64, 256 Hz) to evaluate

the effect of amplitude envelope information bandwidth

(temporal cues) upon speech perception in vocoder CI simu-

lations (Shannon et al., 1995; Xu and Pfingst, 2003; Xu

et al., 2005b). These manipulations have demonstrated that

phoneme recognition may improve as a function of cut-off

frequency from 1 to 512 Hz (in octave steps) and that fine

structure information (>500 to 600 Hz) may be important

for lexical tone perception [see Xu and Pfingst (2003);

although in this work resolved harmonics also likely play a

role]. These improvements are seen most dramatically when

the spectral resolution is poorer (i.e., most apparent in 1-

channel vocoders,3 but are apparent up to as many as 12

channels). Thus, there could be a trade-off relationship

between spectral and temporal fidelity, although evidence

suggests that listeners also flexibly use those cues that are

available to them (Xu et al., 2005b).

C. Pre-emphasis and channel peak-picking

A common peak-picking strategy is to select the 8 high-

est energy channels out of 22 eligible channels at any partic-

ular time, with the channel evaluation updating on each

cycle of electrode activation. The idea is to improve the

salience of spectral peaks, and the overall spectral resolu-

tion, by de-cluttering the other intermediate channels whose

FIG. 3. (Color online) The low-pass filter cut-off will affect different phonetic elements of speech. Cut-off frequencies form an implicational hierarchy: 4-Hz

cut-off includes vowels and everything below, 32-Hz cut-off includes manner and everything below, etc. *Always stimulus-dependent. See text for detail.
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activation patterns might smear the informative valleys

between spectral peaks.

There are two important caveats to this peak

picking procedure that deserve consideration. First, the

speech envelope is characterized by a �6 dB/octave loss of

energy, or “energy decay,” across the frequency range

(Sun, 2000). Because of this, we would expect that the

8 highest energy channels would often be clustered near

the low-frequency end of the spectrum, neglecting any

important high-frequency information that is naturally

lower in intensity. In order to preserve the salience of those

high-frequency spectral peaks, which still contain informa-

tion highly relevant for speech perception, one could coun-

teract the natural roll-off in intensity via a PRE-EMPHASIS

filter that compensates for this energy loss before the chan-

nels are evaluated for peak picking. In practice, there are

ready-made pre-emphasis functions in most computing lan-

guages (and can be as simple as implementing a high-pass

filter to the signal), or signal processing libraries (e.g.,

LIBROSA for PYTHON or native pre-emphasis filtering function

in PRAAT). Readers are invited to consult the Appendix of

this article for details of the underlying computation, and to

understand how different amounts of pre-emphasis could

impact their signal.

Pre-emphasis does not guarantee accurate representa-

tion of CI processing strategies, but it should be considered

if you want to emulate a peak-picking strategy in your

vocoded signal. If there is any effect of including pre-

emphasis in CI simulations, it would likely only matter for

broadband stimuli—particularly when attempting to emulate

peak-picking strategies. Figure 5 illustrates the impact of

pre-emphasis on channel peak picking. In this spectrogram

representation of a woman saying /A/, there are strong con-

centrations of energy (peaks) around 900, 1450, and

3000 Hz. However, that 3000-Hz spectral peak is a local
peak and has relatively less absolute intensity compared to

the lower-frequency peaks due to the sloping nature of the

speech spectrum. Without pre-emphasis, the eight channels

picked during a peak-picking processing strategy might all

be below the third formant4 (F3, or the 3000 Hz peak near

channel 17), and the output might not manifest an energy

peak for F3 at all. Figure 5 illustrates this possibility by dis-

playing the channel outputs for a vocoder that picks the top

8 out of 22 channels for each 30-ms time bin (see Fig. 15 in

FIG. 4. (Color online) Envelope (in red) of individual spectral channels in speech (the word “sail”). The top row shows the input waveform. In the left col-

umn, the relatively small 4-channel filterbank results in wide spectral bandwidths; each channel captures a large number of spectral components (e.g., har-

monics) that interact to produce periodic modulations. Conversely, in the right column, the relatively large 16-channel filterbank results in narrower spectral

bandwidths; each channel captures fewer spectral components and therefore produce shallower modulations.
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the Appendix for similar illustrations at the word and sen-

tence level).

For much of the vowel, F3 is only encoded when pre-

emphasis is applied. When pre-emphasis is not applied, the

first two harmonics are encoded at the expense of F3. The

perceptual consequence is that the listener might not get a

strong sense of the speaker’s vocal tract size (partly indi-

cated by F3) and might therefore have a more difficult time

interpreting the other formants within that speaker’s vowel

space. Figure 6 further illustrates this same concept in the

frequency domain, where the spectral shape and relevant

landmarks of the underlying vowel are more visible.

IV. OVERVIEW OF VOCODER CONSTRUCTION:
SYNTHESIS STAGE

A. Type of carrier

One of the most significant choices that an experimenter

can make is the type of carrier used to synthesize the chan-

nels. The two most common carrier types—sinewave and

noise-band—are best characterized by their spectro-

temporal features. For sinewaves, this refers to faithfully

replicated amplitude envelopes. For noise-bands, it refers to

the ability to maintain a non-tonal quality of sound output

while being able to carefully manipulate spectral shape and

thus simulate spread excitation in the cochlea.

Consequently, as with many other degrees of freedom in

vocoder design, carrier choice should only be made after

carefully considering the spectro-temporal characteristics of

the outcome to be measured. Below, we review some com-

mon and less-common choices for vocoder carriers.

1. The most common carriers: Sinewave
and noise-band

Sinewave carriers have a flat envelope, devoid of any

inherent modulations that would interfere with the envelope

that is intended to be imposed upon each channel. In this

way, sinewave carriers are especially useful for experiment-

ers who are interested in a listener’s ability to perceive

finely controlled temporal cues. However, sinewave carriers

can only stimulate narrow frequency band regions so they

cannot simulate the effects of wide electrical fields that

characterize real CI use (there are clever ways to simulate

channel interaction with sinewave carriers that will be dis-

cussed later). Noise-band vocoders, on the other hand, per-

mit better representation and manipulation of spectral shape,

and thus channel interaction, precisely because they have a

wider bandwidth. However, noise carriers contain inherent

random fluctuations in the envelope that can distort the

intended signal envelope (Whitmal et al., 2007).5 Figure 7

illustrates these fluctuations, which are especially noticeable

when the noise is filtered into a narrower band.

Carriers interact with other elements of vocoding, such

as the number of channels employed and the low-pass filter

(LPF) cut-off (Dorman et al., 1997b; Fu et al., 2004). In the

absence of reliable temporal cues (low LPF cut-off) listeners

may tend to rely on spectral cues, and these are represented

more faithfully in the denser spectrum that noise carriers

generate. Similar interactions occur when the number of

channels is changed. When spectral and temporal cues are

sparse, as in noise carriers with few (< 8) channels, sine car-

riers result in (relatively) better speech perception outcomes.

However, given a sufficient number of channels, the relative

benefit of sinewave over noise-band carriers disappears

FIG. 5. A female adult’s vocoded /A/, processed using a peak-picking strategy that selects the top 8 of 22 channels with the most energy. Each tile represents

simulated channel output discretized into successive 30-ms time bins. The shading of the tile reflects the output intensity on a dB scale. Higher frequencies

are less likely to be selected during peak-picking if the signal is not pre-emphasized; lower frequencies are less likely to be selected when the signal is pre-

emphasized; mid-frequencies are selected whether or not the signal is pre-emphasized.
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because an 8- or 16-channel noise vocoder more densely

samples the spectrum, giving listeners more robust spectral

cues even if temporal cues are masked (Winn and O’Brien,

2022). This spectro-temporal cue trade-off explains why

noise carriers benefit much more than sine carriers from

increasing channel number.

2. Low-fluctuation noise carriers

In response to some of the limitations inherent to sine

and noise vocoders, a number of additional carrier types have

been designed and compared (Strydom and Hanekom, 2011).

For example, low-fluctuation noise-band carriers, sometimes

referred to as low-noise noise carriers, intentionally flatten

out the problematic modulations inherent in standard noise

carriers (Whitmal et al., 2007). Even so, these carriers are

still intermediaries between noise and sine, and thus have

limitations that could interfere with an experimenter’s

intended design. They still cannot, for example, simulate

excitation spread beyond a single auditory filter, because the

concept of low-fluctuation noise is only meaningful within a

single filter. If a low-fluctuation noise bandwidth extends

beyond a single auditory filter, uncontrolled modulations will

quickly return to the narrowband noise (Hartmann and

FIG. 6. (Color online) Spectra of a vowel in raw form (left) and after pre-emphasis (right). In each panel, the 8 channels (out of 22) with the highest energy

are highlighted in red, reflecting n-of-m peak picking. The pre-emphasized spectrum contains an increase in 6 dB per octave starting at 1200 Hz, making

higher-frequency energy more likely to fall into the 8 highest energy channels. The pre-emphasized vowel has its F3 and F4 reflected in the selected chan-

nels, while the non-pre-emphasized vowel neglects these channels in favor of higher-intensity low-frequency energy, such as the lower harmonics. Without

peak-picking, all of the spectral landmarks would be represented at this analysis stage (including the empty gray channel bars), with only the coarse spectral

shape being affected by the pre-emphasis.

FIG. 7. White (Gaussian) noise contains random fluctuations in the amplitude envelope that emerge visually when the noise is filtered into a narrow fre-

quency range, as for a vocoder carrier channel. In this figure, white noise is filtered into 50-Hz (center) or 150-Hz (right) spectral bands that are centered at

2000 Hz (top) or 400 Hz (bottom). The filtered bands contain random fluctuations in amplitude even before any speech-related envelope is imposed upon

them.
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Pumplin, 1988). Whitmal et al. (2007) provides an illustra-

tion of this. The authors used a constant, 100-Hz low-fluctua-

tion noise carrier bandwidth. However, the auditory filter

bandwidth below 1000 Hz can be less than 100 Hz (e.g.,

approximately 80-Hz bandwidth for the filter centered at

500 Hz). Consequently, the authors only truly achieved a

low-fluctuation noise carrier for some higher-frequency chan-

nels. Experimenters typically try to restrict the bandwidth of

a low-fluctuation carrier to a single ERB to control for enve-

lope properties, but because phase properties are normally

left unconstrained, and because ERB is a simplified heuristic

rather than a biological boundary. It is likely that there is

envelope fluctuation leakage into neighboring channels.

The amplitude of the residual modulations in low-

fluctuation noise is much less than in random filtered noise

carriers, but slightly more than in sine vocoders. The practical

consequences of the band-limiting process in creating low-

fluctuation noise are that (1) low-fluctuation noise carriers

cannot create carriers that have contiguous spectral coverage

and (2) the experimenter may believe they solved the issue of

inherent carrier modulations, but if the carrier bandwidth

exceeds a critical bandwidth, the benefit of a low-fluctuation

noise carrier is undermined. The experimenter who absolutely

prioritizes fidelity of the envelope will likely prefer sinewave

carriers. However, the low-level jitter in the fine structure of

low-fluctuation noise carriers can benefit experimenters who

wish to simulate the lack of fine-structure synchrony between

ears, as might be relevant when simulating bilateral CIs, and

which would be unattainable when using sinewave carriers.

3. SPIRAL vocoder

The spectral precision of tonal/sinewave carriers can

make it difficult to reflect the decay of current stimulated

along the spiral ganglion. The SPIRAL vocoder was

designed in response to this and other limitations of carriers

previously outlined (Grange et al., 2017). The objective of

the SPIRAL vocoder was to modulate complex tonal car-

riers by weighting the amplitude envelopes. This technique

still introduces spurious amplitude modulations in the enve-

lope, but, in contrast to noise carriers, the fluctuations in the

SPIRAL carrier are orderly rather than random. The result-

ing vocoder simulated both the continuous nature of the spi-

ral ganglia and current spread without introducing

fluctuations from envelope modulations [see Oxenham and

Kreft (2014) and Crew et al. (2012) for similar approaches

to envelope calculation]. The combination of a tonal carrier

with weighted envelopes results in a vocoder that can simu-

late some aspects of the electrode-nerve interaction and iso-

late effects of current spread independently of electrode

activation. (Vocoders typically implement continuous fre-

quency boundaries, without gaps, so the bandwidth varies

proportionally to number of channels activated; fewer chan-

nels equates to wider bandwidths making it difficult to iso-

late effects of current spread from electrode activation.)

Indeed, the authors found better speech recognition

thresholds for the SPIRAL vocoder than a similar noise

vocoder [akin to that employed in Fu and Nogaki (2005)].

4. Acoustic pulse trains

Because actual CI processors use amplitude-modulated

electrical pulse trains, some experimenters have employed a

pulsatile carrier, in hopes of better approximating the CI lis-

tening experience in basic psychophysical experiments such

as rate or binaural discrimination (Carlyon et al., 2008;

Faulkner et al., 2000; Goupell et al., 2010; Goupell et al.,
2013). The width and shape of the pulses in the carrier can

be manipulated to further approximate CI stimulation. For

example, Goupell et al. (2013) manipulated pulse width in

the time domain under the assumption that larger widths

more closely approximated CIs’ electrical stimulation.

Although pulsatile carriers may appear to emulate the

CI’s pulsatile stimulation, they have significant limitations

that prevent their widespread utility. Although electric

pulses can be transmitted at a seemingly arbitrary rate, the

pulse rate imposes an inescapable limitation on the fre-

quency content of the carrier that can be transmitted acousti-

cally. The simple rule is that one cannot represent any

spectral frequency that is lower than the rate of acoustic

pulses.6 This limitation is problematic for two reasons. First,

electrical pulse rates in CIs are often around 900 pulses per

second (pps) or more, which when transmitted acoustically

would omit any frequency lower than 900 Hz, and thereby

eliminate a significant part of the useful frequency spectrum

of speech. Additionally, the harmonics of such a pulsed sig-

nal would be spaced 900 Hz apart, resulting in very sparse

sampling of the spectrum. Given these limitations, if critical

low-frequency spectral regions (and general details of the

spectral shape) are to be represented in the vocoded signal,

the pulse rate must be so low (around 100 pps) as to no lon-

ger be representative of a real CI. Second, for any frequency

lower than approximately 6–8 times the pulse rate, listeners

will perceive pulses as pure tones at the harmonic frequen-

cies of the pulse rate. Pulsatile vocoders are therefore more

appropriate for simulations of non-speech phenomena such

as sound localization (Goupell et al., 2010).

5. Pulse-spreading harmonic complexes

Carriers can also be filtered from wideband signals such

as a harmonic complex (a signal consisting of sinewaves

whose frequencies are integer multiples of the fundamental).

Harmonic complexes are able to be shaped into specific

spectral shapes to simulate spread of activation, do not con-

tain spurious amplitude modulations that result from using

filtered noise bands, and produce an output with “pulses”

(because harmonics interact to produce temporal modula-

tions at the rate of the fundamental). However, harmonic

complexes impose a very strong and specific fundamental

frequency (giving a strong pitch percept, as opposed to a

weak or absent pitch percept that would be more reflective

of CI listening): a harmonic complex vocoded signal with

an f0 of 100 Hz will contain strong harmonic pitch cues
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indicating 100 Hz regardless of the voice’s actual f0, resulting

in a spurious and heavily misleading pitch cue. Additionally,

the density of the spectral sampling trades off with the rate of

the envelope; a 100 Hz harmonic complex will pulse 100

times per second, and its spectral components will be 100 Hz

apart. For spectral components to be sampled more densely—

say, 20 Hz apart—the experimenter gains the control of a very

precise spectral shape but at the cost of producing a sound with

slow and noticeable 20-Hz amplitude modulations.

Pulse-spreading harmonic complex (PSHC) carriers are

another response to the inherent limitations of sine and noise

carriers, which also address the limitations of conventional

harmonic complexes [Mesnildrey et al. (2016); see

Gaudrain (2016)]. PSHC carriers use a harmonic complex

with a low f0, rendering densely spaced harmonics and

enabling greater control of each channel’s spectral shape.

However, PSHCs are designed to escape the constraint of

modulation at the low rate of the f0. The basic premise of

the PSHC is that the temporal pulses that result from com-

bining in-phase harmonics can be spread through the period

of the f0 by shifting groups of harmonics slightly out of

phase relative to each other. The harmonics still interact

with each other, producing periodic modulations in between

the modulations of the original f0. Ultimately, these groups

of harmonics combine to produce a wideband signal which

appears to have a pulse rate much higher than what one

would anticipate from the f0 comprising the harmonic parti-

als. Importantly, the overall modulation is flatter than what

would result from in-phase harmonics, but more regular

than what would result from filtered noise.

Behavioral evidence presented by Mesnildrey et al.
(2016) corroborates this intuition: listeners have better mod-

ulation detection thresholds for PSHC carriers than broad-

band noise carriers, suggesting the spurious amplitude

modulations were minimized compared to the noise carriers

(modulation detection thresholds were still better with sine

carriers). Adult listeners showed better speech reception

thresholds (SRTs) with PSHC carriers than noise carriers.

Given the apparent advantages of PSHC carriers, one

might wonder why this carrier has not come to dominate

vocoder CI simulation research. Perhaps a reason for this is

the additional complexity and computational load that

PSHC carriers require. Unlike more traditional carriers,

PSHC carriers employ channel-specific settings (e.g., LPF

cut-off) and, most importantly, channel-specific harmonic

phase shifts. These shifts depend on the signal’s f0 and

require optimization of harmonic grouping. By optimizing

each channel’s modulation rate in this way, relatively flat

envelopes can be generated with minimal modulation (a

reduced CREST FACTOR, or peakiness of the waveform, like

one would seek with a sinewave carrier) while maintaining

dense (nearly continuous) spectral coverage (like one might

seek with a noise carrier). Collectively, these features allow

the experimenter to control spectral spread and also main-

tain an envelope with reduced irregular fluctuations.

Additionally, although the composite waveform from a

PSHC carrier appears to have high-rate pulsatile

components, the waveform crests are not necessarily percep-

tible as pulses, since the auditory system still passes the sig-

nal through a bandpass auditory filterbank. These limitations

to passing the intended signal to the auditory system may

explain why the simpler sinewave and noise carriers con-

tinue to be more widely used.

6. Effect of carrier type and envelope filtering
on fidelity of envelope modulations

Collecting all of the descriptions of common carrier

types described above, Fig. 8 illustrates the capacity of each

carrier type to faithfully transmit a speech envelope. This

illustration zooms in to a small segment of the word “sail”

to see the onset of the vowel, which contains periodicity

reflecting the talker’s f0 of 220 Hz. When the envelope is

low-pass filtered at 300 Hz (red lines), this periodicity is

maintained, and reflected very faithfully in the modulated

sinewave channel. The periodic modulations are present but

somewhat distorted in the filtered noise carrier, and less dis-

torted for the low-fluctuation noise carrier. For the vocoder

with a harmonic complex carrier, the 100-Hz f0 of the tone

complex replaces the f0 of the original speech signal. When

the envelope is low-pass filtered at 50 Hz (blue lines), the

periodicity of the original speech signal is effectively lost

regardless of the carrier, because it is physically no longer

present in the envelope that modulates the carrier. In that

case, only the slowly varying cues to syllable structure

remain.

7. Effect of carrier type upon speech perception
outcomes

Previous comparative work has established that the ben-

efit of one carrier type over another for speech perception

outcomes depends upon the carrier’s parameter settings and

which acoustic cues the experimenter wishes to preserve: if

the experimenter is interested in the ability to perceive and

use timing cues that are finely controlled to convey periodic-

ity or consonant bursts, sinewave carriers preserve those

parameters more faithfully, whereas noise carriers could

have inherent amplitude fluctuations that overpower the

modulations. Sine carriers can outperform noise carriers for

a variety of speech-related outcomes including intelligibil-

ity, consonant and vowel identification, and speaker and

gender identification, especially if the envelope includes fre-

quencies up to at least 160 Hz (i.e., possible f0 values for the

human voice that cue gender perception) (Fu et al., 2004;

Gonzalez and Oliver, 2005). The effect of carrier on these

outcomes is generally predictable once the experimenter has

a firm understanding of how different carriers impact

spectro-temporal cues.

Pitch cues that are relevant to speaker and gender iden-

tification are more robust when carriers are free from spuri-

ous modulations, as sinewave carriers are. This fact reflects

the utility of spectral cues from resolved sidebands7 [i.e.,

frequencies that are separated from the carrier by one or

more equivalent rectangular bandwidths (Kohlrausch et al.,
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2000)]. In noise carriers, sidebands would compete with

fluctuations in noise, and be further masked by the aperio-

dicity and spreading spectral energy of the noise carrier

(Fogerty et al., 2016; Souza and Rosen, 2009). However,

even sinewave carriers will not transmit pitch cues if the f0

is higher than the envelope LPF cut-off of the vocoder (see

Fig. 8).

Harmonic complex carriers are a special case, as the

spurious amplitude modulations are structured rather than

random, resulting in a very strong pitch percept that over-

rides whatever f0 was originally in the signal. That is, a har-

monic complex vocoded signal with an f0 of 100 Hz will

contain a strong 100-Hz pitch regardless of the voice that is

being processed by the vocoder.

Acoustic cues to speech contrasts such as manner (i.e.,

contrasts that depend on how air flows or is obstructed in the

vocal tract as in /b-w/) and voicing (i.e., contrasts that

depend on whether or not vocal folds are vibrating as in

/k-g/) are not immune to carrier choice, but the largest

impact of carrier is upon place of articulation contrasts. For

place of articulation, the superiority of sine carriers is very

small for contrasts such as /k-t/ because these contrasts rely on

fuller representations of the spectral envelope and sine carriers

produce sparser spectral shapes (Churchill et al., 2014). Noise

carriers may result in better rates of fricative identification

because these carriers can more faithfully mimic wideband tur-

bulent, fricative-like noise. Nevertheless, since place of articula-

tion is signaled by frequency contrasts, vocoded speech will

likely lead to misperceptions of place of articulation regardless

of the choice of carrier. If there are any effects on perception of

consonant voicing, one might expect a slight bias toward hear-

ing sinewave vocoded speech as being voiced (because it is

periodic) and perceiving noise vocoded speech as being voice-

less (because it is aperiodic), but outcome measures have gener-

ally focused on other issues since voicing perception is so well

preserved overall.

Because the choice of carrier is so central to vocoder

construction, a number of studies have tried to evaluate the

FIG. 8. (Color online) A variety of carrier channels representing a vocoded channel extracted from an utterance of the word “sail.” Starting from the top the

figure, the full speech waveform is filtered into a spectral band centered at 3000 Hz, from which the envelope is calculated and outlined in red. That envelope

is low-pass filtered with cut-off frequencies of 300 Hz (red) or 50 Hz (blue) to either maintain or not maintain periodicity modulations, respectively. Those

two filtered envelopes are used to modulate four different vocoder carrier types—sinewave, noise, low-fluctuation noise, and a tone complex with a 100-Hz

f0. Each panel in the lower portion of the figure represents a small segment of time indicated by the gold box in the upper portion. The envelope modulations

from the original speech sound are shown to be reflected very accurately for the sinewave carrier, with varying levels of envelope distortion imposed by the

other carriers.
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effect of carrier type upon speech and pitch outcomes (see

Table I for a summary of these results). The original channel

vocoder proposed by Dudley (1939) was a combination of

sine and noise vocoding. In that case, the carrier choice

depended upon the perception of voicing in the signal.

When no voicing was present, a carrier akin to noise-band

(“hiss”) was used; when voicing was present a carrier more

akin to sinewave (“buzz”) was used. The advantage of this

hybrid vocoder is enhanced intelligibility of some conso-

nants, such as fricatives, likely because noise carriers more

accurately simulate the phonemes’ high-frequency, noisy

profiles (Dorman et al., 1997b). Nevertheless, in contempo-

rary research, combination carriers such as these are rarely

implemented [but see Faulkner et al. (2000)].

TABLE I. Effects of carrier type upon speech perception outcomes. PSHC¼ pulse-spreading harmonic complex; SRT¼ speech recognition threshold.

Author (year) Carriers compared Stimuli Outcome Result

Dorman et al. (1997b) Sinewave, noise-band CVC syllables and words % vowels correct No difference

Multi-talker vowels % vowels correct Sinewave >

Noise¼Pulse train

/ACA/ syllables % consonants correct No difference

HINT sentences % words correct No difference

/ACA/ syllables % manner info transmitted No difference

% place info transmitted Noise > Sinewave

% voicing info transmitted No difference

Faulkner et al. (2000) Noise-band, pulse train,

f0-dependent and f0-constant

hybrid pulse-noise

/ACA/ syllables % manner info transmitted No difference

% place info transmitted High-LPF noise

> f0-Dep. Hybrid

% voicing info transmitted f0-Dep. Hybrid¼High-

LPF noise¼ f0-Constant

Hybrid > Low-LPF

Noise > Pulse train

/bVd/ words Vowel identification No difference

BKB sentences % words correct High-LPF noise

> f0-Constant Hybrid

Standardized texts Connected discourse

tracking rate

High-LPF noise

> Low-LPF noise

Sawtooth wave glides Pitch salience f0-Dependent Hybrid

> Noise > f0-Constant

Hybrid

Fu et al. (2004)a Sinewave, noise-band /hVd/ words Gender discrimination Sinewave > Noise

Gonzalez and Oliver (2005) Sinewave, noise-band Sentences Gender identification Sinewave > Noise

Speaker identification Sinewave > Noise

Whitmal et al. (2007) Sinewave, noise-band /ACA/ syllables % manner info transmittedb Sinewave > Noise

% place info transmitted Sinewave > Noise

% voicing info transmitted Sinewave > Noise

Sinewave, noise-band Words in sentences % words correct Sinewave > Noise

Sinewave, noise-band,

100-Hz noise,

low-fluctuation noise

/ACA/ syllables % consonants correct Sinewave¼Low-

fluctuation noise > Noise

> 100-Hz noise

Stone et al. (2008) Sinewave, noise-band IEEE sentences % words correct Sinewave > Noise

Souza and Rosen (2009) Sinewave, noise-band /ACA/ syllables % consonants correct Low-LPF

sinewave¼Low-LPF

noise; High-LPF

sinewave > High-LPF

noise

Hervais-Adelman et al. (2011) Sinewave, noise-band,

pulse train

Sentences % words correct Sinewave >

Noise¼Pulse Train

Rosen et al. (2015) Typical sinewave,

dense sinewave, noise-band

Open-set sentences % words correct Dense Sinewave > Noise

> Typical sinewave

Mesnildrey et al. (2016) Sinewave, noise-band, PSHC Sentences SRT Sinewave > PSHC

> Noise

aPresented as pilot data in the publication.
bThe only exception is for fricatives where noise carriers outperformed tonal. See text for detail.
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The first direct comparison between vocoders using

noise-band and sinewave carriers for speech recognition was

performed by Dorman et al. (1997b). The authors found that

carrier type only made a small difference in speech recogni-

tion performance, and only for some outcomes; sine carriers

were better for multi-talker vowel identification, noise car-

riers were better for consonant place of articulation. For

other outcomes, such as percent words correct in HINT sen-

tences (Nilsson et al., 1994) or percent vowels (real and syn-

thesized) correctly identified, the authors found no effect of

carrier.

Whitmal et al. (2007) likewise compared carrier type,

but in more challenging listening conditions (speech spec-

trum noise-maskers and two-talker babble). Results of that

work showed that sinewave vocoders resulted in a larger

percentage of words recognized, and consonant features

identified, compared to noise vocoders. Whitmal et al.
(2007) also investigated the effect of carrier amplitude fluc-

tuations upon speech perception by creating different types

of noise carriers: contiguous wideband Gaussian noise, nar-

rowband (100-Hz bandwidth) Gaussian noise, and narrow-

band low-fluctuation noise (Pumplin, 1985) (described

above). Narrowband Gaussian noise carriers resulted in the

worst speech perception, followed by the wideband

Gaussian noise carrier—suggesting that the modulations

(present in the wideband, and stronger in the narrowband)

were a key factor that decreased performance. Best perfor-

mance occurred for the sinewave and low-fluctuation noise

carriers. These results highlight how the intrinsic modula-

tions of each carrier affect temporal envelope cues that are

important for speech perception.

An additional complicating factor relating to the com-

parison of carriers is the rate of envelope modulation. All of

the studies mentioned in the previous paragraph used rela-

tively high cut-off frequencies on their envelope extraction

(160–400 Hz). However, as discussed in Sec. III B, LPF cut-

off and carrier type interact. For example, a small number of

channels with sinewaves carried at reduced envelope band-

width (30 Hz) actually produce lower speech intelligibility

than noise carried at the same rate (Rosen et al., 2015;

Souza and Rosen, 2009).

It is important to remember that although we have sum-

marized the literature comparing carrier choice (Table I), we

encourage experimenters to carefully consider their choice

of carrier in the context of the actual research goals. We

encourage experimenters to consider the signals, and not

just compare listeners’ performance. Just because one car-

rier results in better speech recognition or any other auditory

outcome does not mean that the signal generated actually

reflects true CI processing.

In sum, the choice of carrier depends upon the outcome

being measured. If the vocoder experiment focuses on dis-

ruption of temporal fine structure, or distortions to spectral

shape, a noise carrier may be most appropriate. However, it

is important to remember that this carrier will sacrifice cer-

tain temporal properties of the signal because noise-bands

introduce random temporal modulations. Conversely, if the

experiment prioritizes temporal processing, sinewave car-

riers will likely be preferred, despite their sparse, unrealisti-

cally tonal quality, since they convey temporal envelope

cues more faithfully.

B. Interaction between envelope filtering and channel
bandwidth

There is an unavoidable interaction between temporal

envelope filtering and the channels’ spectral bandwidth. If a

carrier sinewave with frequency X is multiplied by an enve-

lope that contains modulations at rate Y, the spectrum of

that carrier will not only include a component at frequency

X, but also sideband components at frequencies X�Y and

XþY. This will be especially noticeable in sinewave car-

riers which lack the random temporal modulations in a noise

band that might mask the newly introduced sidebands. The

sidebands can be resolved in the auditory system as cues to

periodicity and other frequency modulations (Souza and

Rosen, 2009).8 Conversely, envelope modulation rate inter-

acts less strongly with noise carriers because noise has its

own (albeit random) modulation rate that could interfere

with the envelope modulation rate cues (Stone et al., 2008).

A lower envelope cut-off frequency theoretically just limits

the rate of modulations, but effectively also results in shal-
lower modulations within the temporal envelope, which will

affect the availability of various acoustic-phonetic cues in

the signal (see Fig. 3 for illustrations). For example, stop

sounds are signified by extremely rapid changes in the enve-

lope, and when those modulations are filtered out, percep-

tion of consonant manner of articulation cues is accordingly

weakened (Xu et al., 2005b).

C. Order of operations for filtering and imposing
the envelope

The amplitude envelope can be imposed on a noise car-

rier either before or after filtering that carrier into the desired

frequency range for the channel, but the order of these oper-

ations affects the temporal and spectral fidelity of the output.

If the researcher prioritizes maintaining the exact frequency

of the channel bandwidth, they will want to impose the

amplitude envelope on the full white noise and then filter

the modulated noise to match the frequency band of the

channel. In doing so, any modulations whose rate exceeds

the spectral bandwidth will be lost.

However, if the researcher prioritizes maintaining the

full range of envelope modulations, they can filter the noise

to the channel’s frequency range, and then impose the

amplitude envelope. In this scenario, the spectral bandwidth

will be expanded if the envelope contains modulations

whose rate exceeds the bandwidth of the filter. For example,

even if one filters a noise band to have a 100-Hz bandwidth

and then imposes an envelope that contains 500-Hz modula-

tions, the channel will now have a 1100-Hz bandwidth (the

energy outside the original frequency range will reflect the

strength of the faster modulations). This sideband effect is

observed most clearly in sinewave carriers, where each
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modulation frequency is visible as an additional sideband

component that is separated from the carrier frequency by 6

the modulation rate. For example, if we begin with a sinew-

ave whose center frequency is 1000 Hz and then impose an

envelope that is modulating both at 5 Hz (the rate of syllable

production) and also at 200 Hz, the output will have compo-

nents at 800, 995, 1000, 1005, and 1200 Hz—as well as

interacting sideband components at 795, 805, 1195, and

1205 Hz.

Figure 9 illustrates the impact on the order of filtering

and envelope operations for filtered noise and sinewave car-

riers. There is no singular perfect choice that both preserves

perfect spectral and temporal fidelity because the spectral

shape is a reflection of the temporal modulations and vice

versa. The choice should reflect the experimenter’s prefer-

ence to either prioritize control over the spectral shape or

over the temporal envelope modulations in the carrier.

Experimenters have attempted to avoid the envelope/

bandwidth trade-off by simulating channel interaction at the

“front end,” in the analysis phase. To do this, different

degrees of channel interaction can be simulated by introduc-

ing temporal envelope information extracted from increas-

ingly wider analysis bands and imposing them upon the

envelope of the carrier for that band [cf. Crew et al. (2012)].

Therefore, that band will contain information from neigh-

boring bands (hence the interaction), but the carrier can be

created without any concurrent limitation of that analysis

phase; see more in Sec. V B 1. As in many other elements of

vocoding, simulations of current spread interact with other

choices that an experimenter may make, such as the number

of vocoder channels since reducing current spread allows CI

users, and individuals with NH listening to vocoder CI simu-

lations, to benefit from more channels (Bierer and Litvak,

2016; Bingabr et al., 2008; Gaudrain and Başkent, 2015;

Grange et al., 2017).

D. Summation and normalization

The final stages in signal vocoding are to sum together

the envelope-modulated carriers and set the overall intensity

of the summed signal. When experimenting with vocoder

parameters, researchers will benefit greatly from listening

to, visualizing, and examining the vocoded stimuli to avoid

unintended signal processing consequences before and after

summing as the final combined signal may hide some prob-

lematic aspects that arose during vocoding such as unstable

or leaky filters. Otherwise, summation is relatively

straightforward.

Normalization may require more attention. One option

is to ensure that the original unprocessed and new vocoded

signals are equal in terms of root-mean-square (RMS)

energy. However, considering that some intensity of the

original signal stems from frequencies outside the range that

are included in the vocoder analysis channels, a more subtle

equalization would be to equate the intensity of the range

FIG. 9. (Color online) The sequence of operations (filtering and imposing the amplitude envelope) has implications for your control of the spectral band-

width and preservation of amplitude modulations in the output. Top row: Modulating then filtering noise maintains the intended spectral bandwidth at the

cost of excluding any modulations whose rate exceeds the linear bandwidth of the spectral filter. Middle row: filtering then modulating noise preserves the

intended amplitude envelope fluctuations at the cost of introducing spectral sidebands that might not have been intended to be within that spectral channel.

Bottom row: modulating a sinewave introduces very specific and potentially resolvable sidebands in the spectrum, but faithfully maintains the intended

amplitude envelope, without any extra random fluctuations.
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that is analyzed (i.e., if the vocoder spans 100–6000 Hz,

equate the vocoded signal to a 100–6000 Hz band-passed

version of the original signal rather than the full-spectrum

signal).

The same applies for different types of vocoded signals

to avoid experimental confounds. For example, in a study

manipulating the boundary placement of an eight-channel

vocoded signal, one condition may allot a greater number of

channels to lower frequencies and another a greater number

at higher frequencies. Yet given the sloping nature of the

speech spectrum (�6 dB/octave energy decay), if the stimuli

across the two conditions were not energy-normalized, any

differences between conditions could be attributed to sound

levels and not boundary placement. Consequently, research-

ers should (1) consider how the vocoder parameters might

shape the energy profile of speech spectrum in ways that

could create confounds with the unprocessed signal and (2)

strategically energy-normalize across all conditions, includ-

ing the unprocessed signal.

V. HOW TO CREATE A VOCODER FOR A SCIENTIFIC
STUDY

There are several methods available to create vocoded

stimuli. Readers familiar with computing languages such as

MATLAB or PYTHON can follow the steps outlined in Secs. III

and IV to implement a vocoder. Readers who are familiar

with the Praat software can explore most of the parameters

described in this tutorial by using the script available online

at https://github.com/ListenLab/Vocoder online (Winn,

2024). This page contains a brief user guide and instructions

for creating specific kinds of vocoded stimuli as well as

visually inspecting specific components of a vocoder, such

as the envelope processing and individual carrier channels.

Users can also follow a full vocoder feature demonstration

hosted on the same page. Another approach is to create

vocoded stimuli using ANGELSIM (Fu, 2012), a freely avail-

able graphical user interface where users can specify many

desired vocoder parameters and generate vocoded stimuli

without any knowledge of the back-end computation.

Although ANGELSIM does not currently offer all of the fea-

tures and options described in the current paper, it can be a

valuable method to generate stimuli and to quickly explore

relevant parameter ranges during pilot testing.

A. Reporting vocoder design in a scientific study

Vocoder design varies widely between studies. To

ensure that the design can be understood and replicated,

authors should minimally specify the following parameters

in their vocoder description:

(1) Type of carrier.

(2) Number of channels.

(3) Frequency range (upper and lower limit).

(4) Corner frequencies of each analysis and carrier band.

(5) Analysis and carrier filter slopes.

(6) Low-pass filter cut-off of the amplitude envelope.

Additional settings that are ideally specified but may be

less essential than those in the previous list:

(1) Pre-emphasis high-pass filter cut-off.

(2) Shifting the center frequency of each analysis and car-

rier band.

(3) Type of filter (e.g., Butterworth).

(4) Envelope extraction method (e.g., Hilbert transform,

half-wave rectification plus low-pass filtering).

VI. WHAT ASPECTS OF COCHLEAR IMPLANTATION
CAN WE SIMULATE WITH A VOCODER?

A. Number of activated electrodes

The number of activated electrodes is one of the most

common parameters simulated in CI vocoder research

(Ananthakrishnan and Luo, 2022; Ananthakrishnan et al.,
2017; Başkent, 2006; Dorman et al., 1997b; Eisenberg

et al., 2000; Friesen et al., 2001; Fu et al., 2004; Fu and

Shannon, 1999; Gonzalez and Oliver, 2005; Shannon et al.,
2004, 1995; Winn et al., 2015). The cardinal rule with chan-

nel number manipulations is that a larger number of chan-

nels will yield greater spectral detail and will thus usually

result in better performance on most speech perception out-

comes.9 In the simulations, anywhere from 4 to 32 channels

are typically used. However, the exact number will depend

greatly on the outcome measure, so it is important to con-

sider how many channels are required for performance satu-

ration. Some outcomes see performance saturation after just

8 channels, while other outcomes require greater spectral

resolution (see Table II for examples).

It is also important to consider how channel number

may interact with other aspects of the signal. For manipula-

tions that degrade the signal in other ways such as channel

overlap/spectral smearing (Fu and Nogaki, 2005; Grange

et al., 2017) or more difficult SNRs (Başkent, 2006), a

greater number of channels does not necessarily provide

more benefit. The stimuli will also impact the number of

channels that an experimenter may wish to use. There is a

potentially greater speech recognition benefit from higher

channel numbers for spectral than temporal acoustic cues

(Dorman et al., 1997b). In practice, this usually corresponds

to a substantial effects of number-of-channels for consonant

place of articulation as well as vowel contrasts, but virtually

no effect for perceiving consonant voicing. Finally, the lis-

tener population will of course impact the ideal number of

channels to employ: children as old as 7 years require more

channels than adults to reach equivalent levels of perfor-

mance (Eisenberg et al., 2002; see Sec. VII B).

It may appear intuitive to simply match the number of

vocoder channels to the number of electrodes in a CI.

However, studies show that this is an ineffective simulation

strategy because most acoustic simulations lack the impor-

tant factor of channel interaction. Instead, a common prac-

tice in the literature has been to increase the number of

discrete vocoder channels to approximate the performance

score of better-performing CI users. Once the vocoder
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performance matches the CI performance, the number of

vocoder channels is taken to be the number of effective spec-
tral channels in the CI. This is a heuristic concept that

should not be taken literally; instead, it is a useful proxy that

can allow experimenters to estimate effects on perception

without accounting for all of the many variables inherent to

the CI experience. One to two decades ago, it was thought

that activating anything more than 7–8 electrodes in CI

arrays did not result in measurable improvements in speech

perception, recognition, or sound localization [e.g., Friesen

et al. (2001) and Goupell et al. (2008)]. However, more

recent work has provided some nuance on this topic. There

is greater recognition that the number of functional spectral

channels is limited primarily by the spread of excitation

rather than the literal number of electrodes that are active.

The exact placement of the array within the cochlea has

implications for the resolution of the device, owing to larger

current fields generated for electrodes farther from the spiral

ganglion cells. CI users with well-positioned perimodular

arrays show more benefit from increasing the number of chan-

nels beyond 8 (up to 22) (Croghan et al., 2017), while lateral

wall arrays (which would typically yield greater channel inter-

action) show plateau in performance around 8 channels (Berg

et al., 2019, 2021). With these results in mind, the likely

explanation for the pattern of NH listeners benefiting from

greater number of channels is that vocoded stimuli typically

preserve the independence of each spectral channel, while

activation of a real electrode in a CI interacts with activation

from neighboring electrodes. Consistent with this, consonant

recognition thresholds plateaued after 16 channels in the noise

vocoder employed by Friesen et al. (2001), but plateaued after

just 6 electrodes among CI users in the same study. These

studies collectively support the notion that spectral resolution

in a CI is limited primarily by the spread of excitation rather

than the literal number of electrodes that are active.

B. Channel interaction and current spread

As suggested in the previous section, channel interac-

tion can explain a substantial amount of variability in CI

users’ outcomes (DeVries et al., 2016; Fu and Nogaki,

2005; Henry et al., 2000; Oxenham and Kreft, 2014), and is

perhaps the more realistic representation of the factor that

limits spectral resolution in a CI (as opposed to the number
of channels). As such, this aspect of CI functioning is fre-

quently simulated in vocoder research by varying the slope,

or roll-off, of the filters that produce the analysis bands, or

the filters that shape the carrier bands. Shallower slopes sim-

ulate more channel interaction and steeper slopes simulate

TABLE II. More channels in the vocoded signal will often result in stronger perceptual and processing outcomes. However, the number of channels required

for saturation varies by outcome. Note: research presented is not comprehensive. Only results from monolingual adult listeners with NH are included. When

multiple SNRs were studied, performance at 0-dB SNR is reported. PRT¼ phoneme recognition threshold; FFR¼ frequency following response.

Author (year) Num. of channels Stimuli Outcome

Channels required

for saturation

Dorman et al. (1997b) 2, 3, 4, 5, 6, 7, 8, 9 Iowa vowels % vowels correct 6

Synthetic b/V/t words % vowels correct 8

Multitalker vowels % vowels correct 8

h/V/d words % vowels correct 8

a/C/a syllables % consonants correct 6

% place info transmitted 6

% manner info transmitted 2

% voicing info transmitted 3

HINT sentences % words correct 5

Shannon et al. (1998) 1, 2, 3, 4 h/V/d words % vowels correct Not attained

a/C/a syllables % consonants correct Not attained

% place info transmitted Not attained

% manner info transmitted 2

% voicing info transmitted 3

Sentences % words correct Not attained

Fu and Shannon (1999) 4, 8, 16 h/V/d words % vowels correct Not attained

Loizou et al. (1999) 2, 3, 4, 5, 6, 8, 10, 12 TIMIT sentences % words correct 8

Friesen et al. (2001) 2, 4, 6, 8, 12, 16, 20 h/V/d words PRT 16

a/C/a words PRT 16

HINT sentences PRT 12

Gonzalez and Oliver (2005) 3, 4, 5, 6, 8, 10, 12, 16 Sentences Gender identification 10

3, 4, 8, 16 Sentences Speaker identification Not attained

Xu et al. (2005b) 1, 2, 3, 4, 6, 8, 12, 16 h/V/d words % vowels correct 12

C/a/ syllables % consonants correct 8

Başkent (2006) 2, 4, 6, 8, 10, 12, 16, 24, 40 h/V/d words % vowels correct 8

a/C/a syllables % consonants correct 8

Winn et al. (2015) 4, 8, 16, 32 IEEE sentences Rate and size of pupillary response in key analysis window Not attained

Ananthakrishnan et al. (2017) 1, 2, 4, 8, 16, 32 /u/ FFR 8
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less interaction [Fig. 14(B)]. It is common to see anywhere

from �2 to �24 dB/octave slopes employed in simulations

(Fu and Nogaki, 2005; Litvak et al., 2007; Winn, 2020;

Winn et al., 2015). Anything steeper than �24 dB/octave is

unrealistically precise for CI simulations, although it may

serve other theoretical purposes such as demonstrating how

current spread interacts with other CI parameters like array

insertion depth, electrode activation, or interaural mismatch

(Bingabr et al., 2008; Cychosz et al., 2023), or simply as a

starting point to demonstrate an effect of increased channel

interaction (Litvak et al., 2007). Reducing channel interac-

tion leads to benefit for CI users, and individuals with NH

listening to vocoder CI simulations, for a variety of speech

perception outcomes including consonant and vowel percep-

tion (Bierer and Litvak, 2016), speech recognition thresh-

olds (Grange et al., 2017), sentence recognition (Bingabr

et al., 2008; Grange et al., 2017), and perceived vocal tract

length discrimination (Gaudrain and Başkent, 2015).

Simulation of current spread is complicated for many

reasons. First, the degree of current spread is not uniform

across the electrode array (Bierer, 2007; Pfingst et al.,
2004). Electrical current spreads more widely at the apex of

the cochlea than the base, leading to poorer resolution at

lower than higher frequencies. The proximity of healthy

neurons to activated electrodes likewise varies non-

monotonically across the cochlea, and varies person-to-

person (Bierer, 2010). Nevertheless, most simulation work

in this area assumes similar degrees of overlap throughout

the speech frequency range; in other words, simulations do

not tend to vary the filter slope by vocoder channel (Fu and

Nogaki, 2005). Additionally, the exact nature of channel

interaction is different in acoustic versus electric hearing, as

signal level will impact basilar membrane excitation in

acoustic hearing, but there is no basilar membrane involve-

ment in a CI.

1. An alternative method to simulate channel
interaction with sinewave vocoders

Earlier, we observed how channel interaction was easy

to implement via noise vocoders where carriers could be

synthesized with varying spectral bandwidths. This is seem-

ingly an impossible task when using sinewave vocoders,

since sinewaves by definition have just one frequency com-

ponent (setting aside for a moment the sidebands that

emerge when that sinewave is modulated). However, there

is strong attraction to sinewave vocoders because of their

capacity to preserve fidelity of the temporal envelope. Fu

and Nogaki (2005) proposed a solution to this conundrum.

To simulate different degrees of spectral smearing, the

authors used carrier frequencies whose analysis filters were

manipulated to have roll-off of �24 or �6 dB/octave, creat-

ing a mixture of envelopes within each channel envelope.

Different degrees of channel interaction can be simulated by

introducing temporal envelope information extracted from

increasingly wider analysis bands and imposing them upon

the envelope of the carrier for that band. Figure 10 illustrates

this concept by showing how frequency bands from a speech

spectrum can be either contiguous or overlapping, and that

the energy from those bands can be imposed on a band of

FIG. 10. Comparison of analysis filter regions that are represented by carrier channels. Starting with a spectrum of a moment of speech (top row), there are

three configurations shown. Row A shows channels for a noise carrier whose frequency bandwidths are perfectly matched to the analysis filters. Row B

shows those same analysis bandwidths being represented by sinewaves. Row C shows sinewave carriers that represent wide overlapping analysis bands,

thereby imposing channel interaction on the output signal (each carrier represents information that is overlapping with neighboring carriers).
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noise or a single-frequency sinewave. Although Fu and

Nogaki originally performed this with a noise carrier, later

work simulated different amounts of spectral smearing by

adding variable amounts of temporal envelope information

extracted across analysis bands with a sine vocoder (Crew

et al., 2012), thereby alleviating one of the primary limita-

tions of sine carriers, namely, that they could not simulate

channel interaction.

2. Spectral holes

Spectral holes result from areas of complete hair cell/

auditory neuron loss along the cochlea (Moore, 2001;

Moore and Glasberg, 2004). Spectral holes are typically

accompanied by elevated CI mapping thresholds, as the

stimulation will only be detected when the electrical current

is increased enough to spread to neighboring neural popula-

tions that still have sensitivity. However, this spreads excita-

tion to locations surrounding the area of loss, thus distorting

the expected frequency mapping. The resulting tonotopic

mismatch impacts speech recognition performance

(Shannon et al., 2002; Turner et al., 1999; Won et al.,
2015). This is an element of electric hearing that researchers

may wish to simulate.

There are surface-level similarities between simulating

spectral holes and simulating spread of excitation. However,

manipulating digital filter roll-off rate (slope) is not suffi-

cient to simulate spectral holes because even though spectral

holes can result in channel interaction, channel interaction

stemming from complete neuron loss (spectral holes) is

different from channel interaction stemming from irregular

neuron survival adjacent to activated electrodes. In addition,

spectral holes vary in size and are generally irregularly

placed over the cochlea. Instead of simulating various filter

slopes, as is more traditional in acoustic simulations of

channel interaction, spectral holes are simulated by either

completely removing channel frequencies from the final

vocoded signal (dropped channels) and/or re-assigning fre-

quencies to more basilar or apical channels (redistributed
channels) (Başkent and Shannon, 2006; Shannon et al.,
2002). Figure 11 illustrates these two concepts. The exact

simulated “location” of spectral holes along the cochlea, as

well as their size (Won et al., 2015), can also be manipu-

lated on the basis of the research question. For example,

DiNino et al. (2016) were interested in how channel interac-

tion impacted vowel and consonant identification. In an

acoustic simulation, the authors placed spectral holes in

regions approximately corresponding to the first (apical),

second (middle), or third (basal) formant frequencies to

examine how the absence of certain phonetic cues would

impact vowel confusion patterns, finding that perception of

vowel formants gravitated away from the spectral holes in a

systematic fashion [see also Kasturi et al. (2002)].

The signal processing behind spectral holes is relatively

straightforward, but there are a few elements to carefully

consider. In redistributed conditions, channels adjacent to

spectral holes “carry” more frequencies which could result

in greater amplitudes for the adjacent channels, masking

surrounding frequencies. Consequently, it may be important

FIG. 11. (Color online) Illustration of spectral holes that can be simulated by dropping or re-assigning channel frequencies. Colored boxes represent analysis

band frequencies; circles represent carrier band frequencies. (A) Frequencies can simply be dropped or reassigned. (B) Various combinations of spectral

hole size and reassignment.
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to normalize the intensity at the boundary channel by, for

example, dividing the summed envelope by the number of

carrying bands (Shannon et al., 2002).

C. Insertion depth

Implant electrode arrays are typically inserted anywhere

from 22 to 30 mm10 into the cochlea (approximately 35 mm

in length). This insertion depth means that implants may not

stimulate the most apical places in the cochlea. Using a stan-

dard frequency-to-electrode allocation approach that distrib-

utes about 200–8000 Hz across the available electrodes, the

relatively shallow insertion depth results in frequencies

being shifted upward, or more toward the basal end of the

cochlea (FREQUENCY-TO-PLACE MISMATCH) (Başkent and

Shannon, 2005; Dorman et al., 1997a; Shannon et al.,
1998). In practice, upward-shifted representation of low-

frequency energy is the default for clinical frequency-to-

electrode allocation. Therefore, although the CI listener with

a shallow insertion will not experience stimulation of low-

frequency areas of the cochlea, low-frequency energy is still

represented, albeit at a cochlear position associated with

acoustic transduction of higher frequencies in a NH ear.

The effect of insertion depth on outcomes is mixed

and appears to depend on several co-varying factors.

Recent reports in cases with fully inserted arrays placed at

the lateral wall in adult CI users at least 12 months post-

operation suggest that deeper insertion depths may slightly

improve patient outcomes (Canfarotta et al., 2022),

particularly after time to adapt to the frequency-to-place

mismatch. These results in CI users can be contrasted with

large decrements in speech intelligibility in acute fre-

quency-to-place mismatch experiments with vocoders

and the subsequent rapid but incomplete recovery with

feedback and training (Rosen et al., 1999; Waked

et al., 2017).

Consider the vowel /u/, which is characterized by peaks

in the spectrum around 500 and 1200 Hz, corresponding to

the two lowest-frequency vocal tract resonances for an adult

woman. An implant inserted 28 or 29 mm into the cochlea

will appropriately stimulate sites along the cochlea that

roughly correspond to these frequencies, but an array

inserted 22 mm might stimulate parts of the auditory system

that correspond to frequencies 900 and 2000 Hz (the exact

values depend upon electrode array configuration).

Although vowel identification can be robust to some fre-

quency shifts because formant frequency scaling is relative
and not absolute, the mismatch between the expected and

actual spectral peaks can be a barrier during speech recogni-

tion, especially in the context of the speaker’s f0, perceived

height, etc. (Barreda and Nearey, 2012). There is likewise

evidence from vocoder CI simulations that shallower array

insertions systematically bias listeners to perceive higher-

frequency phonemes (e.g., /s/ instead of /S/), and that some

listeners are less capable of recalibrating their perception to

accommodate that frequency shift (Smith and Winn, 2021).

In theory, a clinician could balance the choice of either

shifting the frequency information upwards (to preserve rep-

resentation of low-frequency information), or to drop the

low-frequency information from the analysis phase alto-

gether by reassigning the most-apical electrodes to carry

higher frequencies (to better preserve tonotopic match).

Difficulty with frequency-place mismatch invites ideas

about how to balance the risk of tonotopic mismatch with

the risk of dropping the frequencies that would otherwise be

shifted upward [see Fitzgerald et al. (2013) for experimental

exploration of the individual differences in preference].

Frequency-to-place mismatch appears to be most detri-

mental for post-lingually deafened CI users who established

a frequency-to-place function based on typical, acoustic

input before deafness onset (Canfarotta et al., 2020). For

these users, expectations for speech sounds must then be re-

calibrated and “shifted” once the CI is activated. However,

even young pediatric CI recipients (<4 years) often receive

one or both implants after years of progressive hearing loss

(Warner-Czyz et al., 2022), so the concerns over frequency

mismatch can extend to children as well. In the case of chil-

dren, the problems of frequency-to-place mismatch may be

even more severe because those children not only need to

establish a new frequency-to-place function to understand

speech, but are also in the process of learning the language

skills that are critical for supporting speech recognition from

a degraded input (Grieco-Calub et al., 2017).

To shift a frequency by a specific cochlear distance

along the length of basilar membrane, the experimenter will

want to first convert the frequency into a cochlear position,

then shift that position in mm, then finally convert that posi-

tion back into a frequency. For example, if one has a

sinewave carrier of 1000 Hz and wanted to shift it by 2 mm

along the basilar membrane, we would perform the

following computation using the variables A¼ 165.4,

a¼ 2.1, length¼ 35, and k¼ 0.88 from Greenwood (1990).

First, calculate the characteristic position in the cochlea

for the frequency 1000 Hz:

f requencyoriginal ¼ 1000 Hz;

positionoriginal ¼ log10ðð1000=AÞ þ kÞ � length=a;

positionoriginal ¼ 14:008 mm:

Then, the shift that position by 2 mm

positionshifted ¼ 14:008þ 2 mm:

Finally, calculate the characteristic frequency for that

shifted cochlear position

f requencyshifted ¼ A � ð10a�ð14:008þ2Þ=length � kÞ;
f requencyshifted ¼ 1364:5 Hz:

Although it is computationally straightforward to shift

output frequencies by a fixed distance along the basilar

membrane, there are some challenges to simulating frequen-

cies that correspond to an implanted CI electrode array.

Devices differ in array length and spacing between
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electrodes, with consequences for frequency-to-place mapping.

Even individuals with the same device vary in device insertion

depth. Real devices have non-uniform spacing between elec-

trodes and often a mismatch between each channel’s frequency

analysis range and the corresponding frequency of the auditory

nerve that is stimulated (Landsberger et al., 2015). These two

factors are usually discarded in vocoder studies in favor of

simplicity, but some studies have been designed to directly

address the issue of frequency shifting and warping (Rosen

et al., 1999; Smith and Winn, 2021). Therefore, although the

frequency analysis parameters are known for each manufac-

turer, and we have estimates of average angular insertion

depth for various arrays (Landsberger et al., 2015),11 simula-

tion of electrode placement is fraught with complication so

experimenters often simplify. For example, frequency mis-

match in a real CI is greater at the apex than the base

(Landsberger et al., 2015), but many simulations of insertion

depth assume uniform frequency mismatch over the cochlea

(Rosen et al., 1999; Smith and Winn, 2021). Additionally, CIs

stimulate the spiral ganglion, but acoustic simulations of fre-

quency shifting typically operate using the Greenwood (1990)

map of the basilar membrane which has different frequency

spacing (Dillon et al., 2021).

To determine the desired center frequencies of the anal-

ysis and carrier bands, the experimenter must choose the

spacing between center frequencies. This decision could

depend on if the experimenter wishes to emulate a CI com-

pany’s processing strategy. For example, both MED-EL and

Advanced Bionics employ log spacing between frequencies

(akin to scaling using the Greenwood function), and, as pre-

viously mentioned, this is the method most commonly

employed in vocoder research. Alternatively, a user may

wish to emulate Cochlear’s alternative processing strategy

which employs a hybrid spacing: lower frequencies are line-

arly spaced (similar to the Bark scale) and higher frequen-

cies are log spaced. Linear spacing should, in theory,

improve resolution for low-frequency cues such as the first

vowel formant. There is some evidence from CI users them-

selves for this: Loizou (2006) points out that vowel recogni-

tion scores among CI users are worst in a Mel-frequency

spacing condition, and attributes it to the fact that Mel spac-

ing only permits four channels within the 0 to 1000 Hz (i.e.,

F1, or first formant) range. Other works, however, have

found more limited effects of frequency spacing upon

speech perception outcomes (Fourakis et al., 2004).

A number of experimental conditions have been

designed to explore frequency-to-place mismatch:

unshifted—where the center frequencies of analysis and car-

rier bands are tonotopically matched, as in “typical” vocod-

ing, shifted up (e.g., 1, 2, and 3 mm)—where the carrier

frequencies are higher than the analysis frequencies to simu-

late shallower insertions, and compressed—where a wide

range of input frequencies are represented by a smaller

range of carrier frequencies, covering less of the frequency

spectrum, as often occurs when the frequency-to-electrode

table is re-programmed (see Fig. 12 for illustration and addi-

tional examples). Several studies have been published that

incorporate these conditions [e.g., Baskent and Shannon

(2003), Başkent and Shannon (2004), Fu et al. (2004), and

Goupell et al. (2008)]. Additional experimental manipula-

tions could include the filterbank’s span, to simulate how

the CI covers the frequency spectrum (Fitzgerald et al.,
2013), or uniform versus non-uniform frequency mis-

matches over the cochlea (Li and Fu, 2010). An example

experimental design manipulating frequency coverage and

tonotopic mismatch, and their combined impact upon a

speech stimulus, is outlined in Fig. 13. The reader is cau-

tioned to interpret these diagrams as characterizations of

acoustic simulations rather than descriptions of real fre-

quency warping in a CI, which is both highly variable and

also typically expressed along the dimension of insertion

angle rather than insertion depth (Canfarotta et al., 2020).

All vocoder CI simulations are limited by the fact that

NH listeners do not have the extended experience of listen-

ing through a CI, though they can adapt (Davis et al., 2005).

With time, especially during the first 6 to 9 months, CI users

adapt to the novel sound of their devices to reach a perfor-

mance plateau (Wilson and Dorman, 2008)—a phenomenon

that is nearly impossible to replicate via short-term studies

in the lab among listeners with NH. However, the issue of

listening experience is especially noteworthy for tonotopic

mismatch simulations because, with time, actual CI users learn

FIG. 12. (Color online) Various methods for shifting vocoder channels’

center frequencies. Colored boxes represent analysis band frequencies;

circles represent carrier band frequencies. Each plot represents a different

manipulation of analysis to carrier band frequency. The default condition

simulates no analysis to carrier shifting, or ideal frequency-to-place corre-

spondence. See text for detail.
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to normalize for basalward shifts in a way that is reminiscent

of how listeners with NH normalize to a new talker’s voice via

vocal tract length normalization and formant frequency scal-

ing. For example, CI users typically comment that incoming

speech sounds “high-pitched” or “tinny” at first activation [see

Dorman et al. (1997a) for similar discussion], but that sensa-

tion is temporary and can disappear after even a few days of

device use without adjusting programming strategies.

Although Fu et al. (2002) showed that CI users do not

completely adjust to tonotopic mismatches (2–4 mm) within a

three-month window, the listeners’ consonant, word, and sen-

tence recognition scores improved over that time suggesting

that CI users adapt to even relatively large amounts of fre-

quency-to-place mismatches with increased listening experi-

ence. Some listeners are also better than others at recalibrating

to frequency shifts (Smith and Winn, 2021; Waked et al.,
2017), with no clear explanation at this time for how to tell

whether an individual will find it easy or difficult.

Another issue of concern for vocoder studies on tono-

topic mismatch is the shifting of upper channels into a very

high-frequency region, creating a potential confound of

high-frequency audibility, especially for older listeners. The

most common manipulation—a basalward shift of 2 to

6 mm—might shift some frequencies into an inaudible

range. Given the prevalence of age-related, high-frequency

hearing loss, one must carefully consider the carrier

frequencies, the audibility of the carriers, and the high-

frequency speech information, and check these elements

against the hearing thresholds of the participants in the percep-

tion study. For example, choosing a maximum frequency no

higher than 4 kHz for an unshifted condition could ensure that

no stimulus in a shifted condition rises above 10 kHz, or a sim-

ilarly audible frequency range. This constraint would be

unusual for a study that is not interested in spectral shifting but

could be a useful precaution against the audibility concern.

Additional solutions to the age confound for tonotopic mis-

match studies are, of course, to age-match the CI users and lis-

teners with NH, or to measure audibility for each stimulus

component at the actual presentation level in the experiment.

Alternatively, one could apply a correction factor to amplify

the higher frequencies to ensure audibility (Waked et al.,
2017). Overall, the best course is to ensure that stimuli do not

extend into a range that is inaudible for the listener group.

D. Barriers to acoustic CI simulations

Most simulations of CI processing suffer from three

major challenges that vocoding cannot overcome. First,

because most CI users rely entirely on information conveyed

by brief electrical pulses, it would be ideal to simulate CI lis-

tening in listeners with NH using stimuli consisting of acoustic

pulse trains. However, it is exceedingly difficult (usually

FIG. 13. (Color online) Example vocoder experimental design to simulate two parameters of tonotopic mismatch upon spectral resolution of the word “shack.”

Each panel shows a spectrogram where the x-axis is time. Plots along the horizontal axis demonstrate effects of different filterbank spans [simulating overall coverage

of the frequency spectrum; frequency settings taken from Fitzgerald et al. (2013)]. Plots along the vertical axis demonstrate effects of different analysis to carrier

band mismatch (simulating different insertion depths and basalward shifting). Greater basalward shift in “shack” biases listeners to misperceive sounds as higher

frequency, possibly resulting in perception of the word “set” (/S/ to [s], /ae/ to [E], and /k/ to [t]).
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impossible) to generate acoustic stimuli that produce a click-

like response and simultaneously activate a specific array of

auditory nerve fibers because that click will be filtered by the

mechanical tonotopy of the cochlea rather than being delivered

to a specific cochlear region directly via electrode stimulation.

Because of the duration-bandwidth trade-off, it is not possible

to generate an acoustic pulse that is both brief enough not to

temporally overlap with a subsequent pulse while also main-

taining the desired bandwidth (Goupell et al., 2010).

Second, the CI users with the strongest perceptual out-

comes can resolve unilaterally presented rates up to 800 pps,

but the majority can only resolve rates up to 300 pps (Kong

and Carlyon, 2010). However, for listeners with NH, audi-

tory nerve fibers phase-lock to resolved frequency compo-

nents up to at least 2 kHz (perhaps even 4–10 kHz

Verschooten et al., 2019), providing information in the neu-

ral code that is not available to most CI users. Although it is

unclear if NH listeners process temporal fine structure for

cues besides binaural hearing, the underlying differences

in neural encoding of temporal fine structure make it chal-

lenging to convey the same type of information to listeners

with CIs and NH, and thus difficult to compare across the

groups.

Finally, another barrier to realistic simulation is the com-

plexity of frequency-to-place mismatch (Landsberger et al.,
2015) and the complication of basilar membrane filtering. As

mentioned elsewhere in this paper, simulating exact electrode

position is not straightforward. Additionally, the rate of electri-

cal stimulation in a CI can be fixed at a specific rate at any

part of the cochlea, but when an acoustic signal is filtered by

the basilar membrane (as for a vocoded signal), the rate of

temporal fine structure will necessarily result in the stimulation

in the basilar membrane corresponding to that frequency rather

than any other intended place.

These confounds pose significant barriers for accurate
simulation of CI signals with vocoding. Nonetheless, a theoret-

ical understanding of the perceptual cues provided by vocoded

stimuli can guide future development of CI processors even

when not all cues provided in the simulations can be practi-

cally implemented in a CI device. Furthermore, as outlined in

Sec. VI, acoustic CI simulations allow researchers to fully iso-

late the effects of individual CI parameters, such as degree of

channel interaction or insertion depth, that are confounded

within individual CI users and typically not under experimen-

tal control in that population. Simulations also allow research-

ers to evaluate CI parameters without changing CI users’

speech processing strategies, an often undesirable experimental

manipulation since CI users require time to adapt to new strat-

egies which may affect their listening experiences.

VII. VOCODERS IN CI RESEARCH ACROSS
THE LIFESPAN

A. Age- and performance-related confounds
in CI-NH comparisons

Studies employing vocoded stimuli often compare the

performance of NH listeners to CI users. While there are

numerous differences between how individuals with CIs

process electric signals and individuals with NH process

acoustic vocoded signals, one difference between the popu-

lations stands out conspicuously: age. In many studies, adult

CI listeners are middle-aged or older (>50 years), while NH

control vocoder groups in the same experiments tend to be

younger adults (18–25 years). This creates a potential con-

found in experimental design because the ability to perceive

vocoded stimuli decreases with age (Jaekel et al., 2018;

Schvartz et al., 2008; Sheldon et al., 2008; Tinnemore et al.,
2022). Some studies have suggested that the age effect could

be a result of small differences in hearing thresholds

(Shader et al., 2020), but there are alternative explanations.

Older NH listeners seem to have particular difficulties with

temporal cue processing (Goupell et al., 2017), which is

especially relevant for vocoder research because vocoding

typically diminishes spectral cues, relegating the listener to

rely more heavily on temporal cues. Recent studies have

used one-to-one age-matching between CI to NH listeners to

attempt to address this confound (O’Neill et al., 2021), with

some studies finding reduced differences between testing

groups when controlling for multiple potential confounds

(Bhargava et al., 2016; Tinnemore et al., 2020; Waddington

et al., 2020).

B. Vocoders in developmental research

There are numerous scientific questions that can be

addressed using vocoders in developmental research, and

yet few vocoder studies have included children of any age.

Eisenberg et al. (2000) found that children aged 10–12 years

required 6 channels to recognize phonemes compared to

adults who needed just 4. In the same study, 5–7-year-olds’

performance on sentence and phoneme recognition did not

asymptote before 32 channels, suggesting that they would

continue to benefit from greater spectral resolution, whereas

performance in adults frequently saturates at lower resolu-

tions. Younger children also showed larger between-subject

variability, suggesting that other cognitive-developmental

factors, such as working memory, may have impacted their

performance. Overall, this seminal work showed that when

speech conveys primarily temporal cues, 10–12-year-olds,

but not 5–7-year-olds, can recognize it on par with adults.

Dorman et al. (1998) similarly concluded that younger

children (3–5-year-olds) required a greater number of chan-

nels than adults to ensure word recognition: adult perfor-

mance asymptoted around 10 channels, but children’s

performance continued to improve between 12 and 20 chan-

nels. The authors additionally found interactions with word

difficulty: easy words (high-frequency, low phonological

neighborhood density) required fewer vocoder channels for

recognition than hard words (low-frequency, high neighbor-

hood density) [see Dorman et al. (1998), Eisenberg et al.
(2002), and Roman et al. (2017) for similar discrepancies

between “easy” and “hard” word recognition between 5 to

14-year-olds listening to 4-channel vocoded stimuli].

Children’s need for increased spectral resolution is also
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relevant for individual vowel sounds as well, although the

patterns of phoneme confusion are similar to those of adults

(Jahn et al., 2019). Children 8–10 years of age are affected

by frequency mismatch like adults, including the same

effect of improved performance across testing sessions.

Waked et al. (2017) evaluated how different degrees of mis-

match (0 [no mismatch], 3, and 6 mm) affected word recog-

nition in adults and 8–10-year-olds. There were no

differences by age for either shifted condition (3 or 6 mm),

although the adults outperformed the children in the

unshifted (0 mm) condition. Furthermore, since effects of

frequency-to-place mismatch are especially susceptible to

training and adaptation (Sec. VI C), the authors evaluated if

the adults’ and children’s performance improved differently

as a function of block number; no such differences by age

emerged suggesting that 8–10-year-olds and adults adapt to

spectral mismatch at similar rates. Thus, unlike the rela-

tively more established literature evaluating impacts of

spectral degradation via channel number manipulation, 8- to

10-year-olds and adults in Waked et al. (2017) appeared

equally sensitive to spectral mismatch. Clearly, much more

work is needed in this area to evaluate additional outcomes

(e.g., phoneme versus word recognition) and ages (e.g.,

early childhood or preschool-hood).

Other vocoding work with children has extended beyond

spectral degradation to manipulate channel configuration,

namely, designing vocoder channels that do or do not pre-

serve formant structure (Nittrouer et al., 2014a). Here, the

assumption is that earlier in life, CI listeners might rely rela-

tively more on formant structure cues to process speech and

language, and that this could shift with age and experience,

just as phonetic cue-weighting strategies change markedly

through early adolescence in children with NH (Hazan and

Barrett, 2000). Two 5-channel vocoder conditions were cre-

ated and presented to children aged 5, 7, and adults: a stan-
dard Greenwood-spacing channel configuration, and a

speech-preserving configuration that maximized frequency

resolution in the range of the first two formants and compro-

mised resolution in the higher frequency range (cut-off fre-

quencies of 550, 936, 1528, and 2440 Hz). Listeners had

higher word and sentence recognition scores in the speech-

preserving vocoder condition, approximating speech recogni-

tion benefits between 4- and 6-channel vocoded stimuli seen

elsewhere (Eisenberg et al., 2000). However, there were no

differences between vocoder conditions by age. Thus, all CI

recipients’ speech recognition could benefit from speech-

specific processing strategies (Nittrouer et al., 2014a).

A handful of simulation studies with children have used

vocoders to examine how access to spectral and temporal

components of the signal that are typically not present in the

CI signal might improve certain aspects of speech recogni-

tion and even sentence processing (Martin et al., 2022). For

example, voice emotion recognition is typically compro-

mised among children with CIs owing to limited access to

low-frequency spectro-temporal information (generally cued

by frequencies< 400 Hz). Yet school-aged children with

NH have better voice emotion recognition in 16- than 8-

channel vocoded stimuli (Tinnemore et al., 2018), sugges-

ting that improvements in spectral resolution could supple-

ment missing spectro-temporal information necessary for

emotion recognition [see also Chatterjee et al. (2015)].

Elsewhere, Nittrouer et al. (2014b) created 4-channel noise-

vocoded stimuli with and without low-frequency spectral

cues (< 250 Hz)—again, cues that are systematically absent

in the CI’s signal. Results showed that children aged 5 and

7 years, as well as adults, similarly benefited from low-

frequency spectral information.

A limitation of developmental vocoder research has been

the age ranges studied: most work has studied mid- and late-

childhood (> 5 years). Yet if channel vocoders are meant to

approximate the CI listening experience, this work must

extend to the ages most typical of cochlear implantation: tod-

dler- and preschool-hood. On the basis of the limited work in

this area, we know that 27-month-olds can recognize spec-

trally degraded speech (Newman and Chatterjee, 2013).

Specifically, in word recognition tasks, toddlers’ performance

asymptotes after 8 noise-vocoded channels, with variable rec-

ognition at 4 channels, and word recognition failure at 2

channels. Also, 2- to 3-year-olds’ word recognition is sensi-

tive to spectral degradation (4- versus 8-channel vocoding)

(Newman et al., 2015; Nittrouer and Lowenstein, 2010).

There remains a wealth of knowledge yet to be discovered

regarding children’s ability to perceive speech with the vari-

ous distortions that are imposed by vocoders. Considering the

varying rates at which aspects of auditory perception mature

in childhood (Litovsky, 2015), vocoders could be a useful

tool for controlling basic acoustic properties in speech, in

ways that have this far remained exclusively in the realm on

non-speech psychoacoustics.

One interesting line of work has examined which cues

from the ambient speech stream might aid in language

development. Nittrouer et al. (2009) found that children had

higher word recognition scores when spectral components

of the speech signal were maintained (sinewaves simulating

the three lowest formant frequencies) than when temporal
components were maintained (4- and 8-channel vocoding)

[but see Newman et al. (2015) who found the opposite

among 27-month-olds]. The 7-year-olds also, unsurpris-

ingly, recognized fewer words in 4- than 8-channel vocoded

sentences, and performed worse than adults in both vocoder

conditions. Nevertheless, the study’s intent was to compare

how children processed temporal versus spectral degrada-

tion. Given their results, the authors proposed that children’s

sensitivity to spectral over amplitude structure in the speech

stream might allow infants to discover phonetic units during

the first year of life and eventually parse linguistic units

such as words and syntactic constituents [cued by prosodic

structure (Morgan and Demuth, 2014)] in early childhood

[see also Nittrouer and Lowenstein (2010) who found that

children relied more on spectral than temporal components

of the speech signal, but that this difference decreased with

age in 3-, 5-, and 7-year-olds].

Because pre-lingual CI recipients must not only process

speech, but also learn language through a CI, a growing
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body of research has examined the impact of spectral degra-

dation upon language learning tasks. Newman et al. (2020)

examined the impact of noise vocoder channel number (8

versus 16) upon 34-month-olds’ FAST-MAPPING skills, or a

child’s ability to match a word with a novel referent in their

environment. In a preferential looking paradigm, the chil-

dren were initially taught to associate two novel words with

unknown objects and then subsequently tested on the word-

object pairing. The children successfully established word-

object pairing in the 16-, but not the 8-channel condition,

suggesting that spectral degradation disrupts fast-

mapping—one of the foremost skills required for early word

learning and vocabulary development.

Again, studies like Newman et al. (2020) are critical

extensions of earlier work examining speech recognition

because there are reasons to believe that signal degradation

does systematically impact trajectories of language learning.

For example, a commonly accepted developmental trajectory

among children with NH is that those who process incoming

words faster develop larger receptive vocabularies, setting the

stage for phonological awareness and early literacy. If children

who process degraded speech through a CI instead learn to

employ different processing strategies during word compre-

hension, as work with older children with CIs suggests

(Blomquist et al., 2021; Klein et al., 2023), then this entire

model of phonological developmental needs to be re-

considered for children with CIs. This fact is one reason why

work using channel vocoders to understand not simply child-

ren’s speech recognition, but their speech-language develop-

ment, will be critical going forward.

Overall, the developmental vocoding literature is

sparse, and biased towards middle and late childhood

(8–17 years). However, from this work several generaliza-

tions can be made:

• Compared to older children and adults, younger children

require greater spectral resolution to recognize speech

(Eisenberg et al., 2000).
• Children as young as 27 months can recognize spectrally

degraded speech (Newman and Chatterjee, 2013;

Newman et al., 2015).
• Vocoders can be employed to understand children’s

speech recognition and language learning (Newman

et al., 2020; Nittrouer et al., 2009).

Furthermore, we know that if certain modifications are

taken into account [e.g., increasing the number of channels

for younger children (Newman et al., 2015)], and experi-

mental methods appropriate for early childhood are

employed [e.g., preferential looking paradigms (Golinkoff

et al., 2013)], that there is no a priori reason not to employ

vocoders to study speech and hearing development even

among toddlers and preschoolers.

VIII. CONCLUSION

Employing channel vocoders for CI research has

resulted in increased understanding of the mechanisms of

recognizing, processing, and learning from auditory signals

that are degraded in specific ways. Several aspects of CIs

can be simulated using vocoders, enabling systematic explo-

ration of factors that are normally confounded within

patients who vary in numerous meaningful ways. However,

vocoder experiments do not automatically offer insight in

the experience of listening through a CI, so vocoders are not

comprehensive “CI simulations.” This paper has encouraged

understanding of some of the most common signal process-

ing choices that underlie vocoders, so that experimenters

feel more empowered to carefully consider their desired out-

come measure—be it speech recognition, sound localiza-

tion, or word learning—and manipulate the vocoder signal

accordingly. Experimenters are encouraged to modify, listen

to, visualize, and test with a variety of vocoder settings that

could shed light on a wide range of interesting experimental

questions.
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APPENDIX

1. Technical details: Filter slopes

The shape of each frequency filter has implications for

the output of the vocoder. Although one can conceptually

consider each filter independently, the shapes of adjacent fil-

ters can be made to overlap, resulting in interaction between

channels. This type of channel interaction can be used to

simulate the common situation of electrode activation over-

lap in real CIs.

Digital filters come in many forms, but are most com-

monly characterized by the (1) flatness of the passband, (2)

attenuation of the stopband, and (3) steepness/attenuation of

the cut-off region slope, or FILTER ORDER, from the passband

to the stopband (see Fig. 14 for illustration of these con-

cepts).12 The faster/steeper the attenuation rate, the higher

the filter order. An ideal digital filter has a flat passband,

completely attenuated stopband, and infinitely steep filter

slope—these characteristics would ensure that the filter

faithfully contains only the energy between two frequencies.

However, there are limitations to digital filter design that

prevent this ideal. Attempting to impose perfectly rectangu-

lar filters will result in distortions to the signal. For common

Butterworth filters, there is a trade-off between flatness in

the passband and attenuation slope in the cut-off: minimiz-

ing spectral ripples in the passband will result in slower

attenuation rates, and thus require a higher filter order to
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achieve the same filter slope. In reality, digital filters have

some degree of spectral ripple in the passband, do not have

a completely attenuated response outside of the passband

(i.e., allow some frequencies beyond the cut-off to pass

through in the signal), and might slightly attenuate some of

the energy within the nominal frequency bandwidth of each

channel. Therefore, the experimenter must decide whether it

is more important to ensure that all frequencies within the

passband are included (using a lower-order filter), or if it is

instead more important to ensure that energy outside the

passband is excluded (using a higher-order filter). A com-

mon compromise in vocoder CI simulations is to use fourth-

order Butterworth filters.

There are different methods of filterbank construction:

Cochlear’s processing system employs an FFT-based filtering

system while AB and MED-EL are thought to use infinite

impulse response (IIR) filters. It is beyond the scope of this

paper to explore all of the differences between IIR and finite

impulse response (FIR) filters. We encourage readers to see

Tarr (2018) and Lyons (2004) for accessible written introduc-

tions to that topic, including accompanying video tutorials.

FIR filters only compute output samples over the array of

input samples, while IIR filters compute output samples over

both input and previous output samples. The result is that the

impulse response either falls to 0 after a finite period of time

(FIR filter) or continues falling to 0 infinitely (IIR filter).

Vocoder filterbanks commonly consist of fourth-

order (–24 dB/octave) Butterworth filters because

Butterworth filters (1) have extremely flat passbands (i.e.,

there is uniform gain and minimal spectral ripple across

the frequency band passed through the filter) and (2) have

an IIR which requires fewer coefficients and is less com-

putationally demanding than FIRs (the process of filtering

can be slow and we want it to be as fast as possible).

Although a maximally flat passband is ideal for many sig-

nal processing applications, the effects of passband flat-

ness for vocoder applications is likely minimal. The

Butterworth filters commonly employed in vocoder

research do have flatter responses than Chebyshev or

elliptic filters. However, a number of vocoder construc-

tions instead choose to employ elliptic filters which have

similar amounts of spectral ripple in the passbands and

stopbands and a maximally steep roll-off into the passband—

steeper than what would be achievable for the same

Butterworth filter order (Shannon et al., 1998). Nevertheless,

the choice of filter does not greatly impact the resulting

vocoded signal. The only true concern about vocoder filter-

bank construction is that when IIR filters, such as Butterworth

or elliptic are employed, the practitioner must ensure that the
constructed filters are stable.

What is digital filter stability? A filter is stable when its

impulse response approaches 0 [see Fig. 14(A) for

FIG. 14. (Color online) Key terminology and concepts in digital filter construction. (A) Digital filter construction in the time and frequency domains: apply-

ing a Fourier transform to the filter’s impulse response generates the frequency response, or the relationship between gain and frequency. The frequency

response is idealized as it has a maximally flat passband and complete attenuation in the stopband. (B) Idealized visualization of common digital filter

slopes. The steeper the filter slope, the higher the filter order. Steeper IIR filter slopes, for example the Butterworth filters commonly employed in vocoder

research, also require wider channel bandwidths to ensure filter stability. See text for detail.
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illustration]. Filter stability is primarily a concern for IIR fil-

ters, not FIR filters, which consistently result in impulse and

frequency responses that fall to 0 (the correct temporal

waveform and spectrum). However, IIR filters risk instabil-

ity when (1) the filter cut-off frequency approaches the

Nyquist frequency and (2) the filter slope is too steep given

the channel bandwidth. The latter is of particular concern

when channel bandwidths are narrow. Since channel band-

width varies as a function of the number of channels in the

vocoder—more channels entails narrower bandwidths

across the frequency spectrum—concerns about filter stabil-

ity increase as a function of the number of vocoder

channels.

There are a couple of steps that vocoder practitioners can

take to ensure that their IIR filters are stable. We recommend

plotting the individual impulse response and frequency spec-

trum for each channel’s filter. Crucially, validating the filter-

bank in this way should be done prior to signal summation

because the process of combining all the vocoder channels

together may make it more difficult to identify an unstable fil-

ter. Should a filter appear unstable, the practitioner can

employ wider channel bandwidths. They can also downsam-

ple the signal (to avoid interactions with the cut-off fre-

quency) and/or employ forward-backward filtering (which

will double the filter slope and produce a slightly smaller

passband). In forward-backward filtering, two lower-order fil-

ters are applied sequentially. For example, a third-order filter

applied forward in the time domain and subsequently back-

ward in the time domain would have the cumulative effect of

a sixth-order filter, but without the instability that applying a

single sixth-order filter would entail.

2. Computing pre-emphasis

We pre-emphasize a signal in the time domain by

applying a first-order differencing filter [one of a number

of different filters that could be employed at this stage;

e.g., Xu et al. (2005a)], which entails computing the dif-

ference between adjacent samples, say, n and n� 1, in an

input signal. A scalar is applied to one of those samples,

which controls the amount of pre-emphasis applied to the

overall signal. We can write this formally as

yðnÞ ¼ xðnÞ � a � xðn� 1Þ; (A1)

where x(n) is a sample in the input signal and x(n�1) is the

previous sample, a is the scalar (typically 0–1) to control the

amount of pre-emphasis, and y is the output signal.

FIG. 15. (Color online) A female adult’s vocoded production of “shack” (A) and “She went to the dentist to get her teeth cleaned.” (B) Processed using a

peak-picking strategy that selects the top 8 out of 22 channels. See Fig. 5 for interpretation.
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3. Additional visualizations

A female adult’s vocoded production of “shack” (A)

and “She went to the dentist to get her teeth cleaned.” (B)

Processed using a peak-picking strategy that selects the top

8 out of 22 channels (Fig 15).
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3Temporal fine structure cues in 1-channel vocoders may be difficult to

interpret as they may not involve temporal encoding; see Shamma and

Lorenzi (2013).
4Formants are the resonant frequencies of the vocal tract that, among other

things, differentiate vowel quality; see Johnson (2011) for a detailed

overview.
5Interestingly, heightened amplitude modulation does not appear to inter-

fere with speech perception in CI users. There are few differences in CI

users’ word recognition performance between noise, tonal, and noise-
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