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Abstract

In the present study we hypothesized that the gist
representation of a picture (extracted from brigftial
inspection) supports inference generation from sgbent
text, which in turn should foster comprehension.rdbwver,
we proposed that longer inspection of a pictureeisessary to
provide learners with an alternative representattian fosters
mental animation and recall. Participants{6) learned from

a text about pulley systems, and in three out air fo
conditions from an additional picture of a pulleystem.
Students saw either the text only, the picture giag the
text for 150ms or 2sec, or received a self-pacedgntation

of the picture before the text. Results confirm our
assumptions that presenting the picture for the tionextract
the gist (2sec) before the text fostered comprebens
whereas only the self-paced presentation of thdumc
fostered mental animation and recall.

Keywords: Learning from Text and Pictures; Functions of
Pictures; Gist

Introduction

In research on learning from text and pictureseters been
much support for the so-called multimedia princigting
that students learn better from text and pictuhes tfrom

text alone (Anglin, Vaez, & Cunningham, 2004; Mayer

2009). According to Mayer, improved learning isleefed
in improvements in retention and comprehension haf t
presented material. To foster comprehension, indition

reading text in an experimental design. It invedtg in a
systematic way whether information extracted frohors
initial inspection is integrated with subsequentad text,
which is supposed to foster comprehension. Pridveing

able to investigate which information from shorspection
of the picture is integrated with text, it has wibvestigated
which information is actually extracted from thectpire at
short inspection. This has recently been done ipriar

study (Eitel, Scheiter, & Schiuler, 2010).

Information Extraction from Briefly Attending
to Instructional Pictures

Unlike text, pictures have the property that “sfieci
information can just be read off” (Ainsworth, 20@6,185),
suggesting that specific information may be quickly
extracted from pictures. How quickly specific infoation is
extracted depends largely on the type of infornmatimat is
extracted, as shown by a prior study (Eitel et241,0).

This prior study investigated early prerequisiteqasses
in multimedia learning, namely, the question of ethi
information is selected from (briefly attending to)
instructional pictures by comparing selection pes&s in
pictures of scenes and in instructional picturess A
instructional pictures visualizations of causalteys were

used, because causal systems are commonly used as

instructional material in studies on learning freext and
pictures. In this prior study, students were presemith 80

selected from the picture has to be integrated withpictures of scenes and 80 pictures of causal sgstrfour

information selected from text (and from
memory) into a coherent mental representation.
An early study from Stone and Glock (1981) givestfi
insights about how information from text and pietsimay
be integrated at early stages in the learning gode their
study, text and pictures were presented simultssigoand
students initially attended to the picture for arshtime
prior to reading text. Stone and Glock interpretieat the
brief initial glance on the picture served the msg of
extracting information about the general theme, (gist).

long-term different presentation times (150ms, 600ms, 2s&t 63€c).

After presentation of each picture, students hacetdy one
statement about the gist of the picture, and oaterstent
about specific details in the picture.

Results revealed that gist is rapidly extractedmfro
pictures of scenes and causal systems. Neverthélések
subjects longer to achieve the same accuracy lejtbl
respect to gist extraction in causal systems (88%ect at
2sec) than in scenes (90% correct at 150ms). Asethe
presentation times that were sufficient to extigist in the

The present study reconstructed the process ofy earprior study (150ms in scenes; 2sec in instructigietures),

attending to a picture for a short time before shitg to

far less information about details was extractedboth
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scenes (63% at 150ms) and causal systems (63%e@) 2s
Extracting information about single details (or gonents)
thus requires longer inspection than extracting gis

To conclude, while it takes some time to extradaite
(or information about single components), gist infation
has been shown to be rapidly extracted in pictafescenes
(at 150ms) and in instructional pictures (at 2sef)e
question of whether gist information from an instronal
picture already fosters learning from subsequert ie
addressed in the current study by presenting ttteng (for
a short time) before the respective text. More iigady,
students in the present study either learned frexhdnd a
picture that was presented for as long as theyd lifslf-
paced), from text and a picture that was preseiotea short
time (150ms or 2sec) or from text only.

Why Learning with Multimedia May Profit
from Rapid Gist Extraction

In general, students learn better from text antupgs than
from text alone, because pictures in addition &b seipport
cognitive functions that are not supported fromt tefone
(Ainsworth, 2006; Scaife & Rogers, 1996). Pictuim®
especially suited to support visuo-spatial reasprlrarkin
& Simon, 1987), as it is, for instance, requiredewhrying
to understand how a causal system works (e.g.,llaypu
system; Hegarty, 1992).

generation may be further supported by the fact tinese
inferences may be grounded in perception; thahisy are
perceptually scaffolded by the (holistic) spati&usture
constructed from the briefly inspected picture @@tbne &
Son, 2005; Schwartz, 1995).

Moreover, since the gist representation alreadyegiv
students an impression about how the system isoseappto
look like, the range of inferences that studentsy miaw
from subsequent text is already limited (graphical
constraining; Scaife & Rogers, 1996). This prevents
students from drawing erroneous inferences thatldvou
otherwise hinder comprehension (Schnotz & Bannert,
2003).

To conclude, we expect the gist representationhef t
picture (extracted after short initial presentatitm support
computational offloading and graphical constrainifidis
should foster the generation of perceptually sdédéfd
inferences that, in turn, foster comprehension.

Why Briefly Attending to a Picture Does Not Foster
Mental Animation

Adding a picture to a text is beneficial when thetyre is
better suited for problem solving than the text- (re
representation; Scaife & Rogers, 1996). Mental ation
mainly requires direct visuo-spatial reasoning witie
picture, which is why a picture will be better ®uditto

According to Hegarty and Just (1993), understandingrovide the information needed to perform mental

causal systems like pulley systems requires beblg t
recall its single components and being able to allgnt
animate the (pulley) system. Aside from recall anental

animation than a text. Students who are presenitdbeth
a picture and a text, and are later asked to nigrtaimate
their representation of the pulley system, will inbkely

animation, we assessed Comprehension of the umﬂy prOflt more from information encoded in the plctmhim in
principles as a measure for comprehension on a mof&e text. If students had enough time to encodeittare of

abstract level of organization, which we refer te a
“comprehension” for reasons of simplicity in thédaving.

the pulley system with respect to its single congras, then
students may mainly use information encoded inpibtire

When learning about pulley systems, we assume tha@ later perform the mental animation task (withthe need

briefly attending to the picture is already suffici to
support some functions that learning from text aelaoes
not support. In particular, we assume that thef bnigial

attention on the picture fosters comprehension,redseno
effects are expected for either mental animatioreoall.

Why Briefly Attending to a Picture May Foster
Comprehension

Results from the prior study suggests that watchamng
instructional picture (e.g., pulley system) forezends only
is sufficient to get an impression about how thstew
roughly looks like (even though single componemts reot
represented).

The brief initial presentation of the picture thaight free
working memory resources that might otherwise beotil
to trying to visualize the (holistic) spatial sttue of the
system (computational offloading; Larkin & SimorQ8T).
As a consequence, learners may have available mo
cognitive resources to engage in meaning-makiniyines
(Ainsworth & Loizou, 2003), such as drawing infecen
necessary to understand the text on a more abstragher
level of organization (Ainsworth, 2006). Inference

to integrate information with the text).

Results from our prior study suggest that when estitsl
see a picture for 2 seconds only (or even less), o not
have enough time to encode the picture on the bafsis
single components (Eitel et al., 2010). Mental ation,
however, requires each single component to be septed,
because mental animation is a process that isedawrit in a
piecemeal fashion, meaning that the single compsrafma
system are animated one after another (Hegarty2,199
2004). Hence, when students see the picture facansls
only (or even less), they cannot solely rely oroinfation
encoded in the picture to perform mental animationan
accurate way.

To conclude, after briefly inspecting the pictusgydents
may make use of the re-representation functiongwaorth,
2006), which, however, will not help to better perh
mental animation compared to reading text aloned&its
may only benefit from re-representation once thayeh
5‘?1ough time to encode the picture on the basitsafingle
components.
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Why Briefly Attending to a Picture Does Not Foster
Recall

Present Research and Hypotheses
In the present study, we investigated how compraben

According to the Dual Coding Theory (Paivio, 1991), mental animation and recall are influenced by prBsg

information is represented in either a verbal oroaverbal
code, whereby codes are connected to each other
referential connections enabling that information ane
code can be used to retrieve information in thesottode.
When information is presented in two codes rathantin
one, retrieval of this information is more likelgdause the
information can be traced either by its verbal 8 i
nonverbal code.
represented in a verbal code, whereas informatitraaed
from a picture is represented in a nonverbal cddben a
picture is added to a text, information from thet tean thus
be retrieved either by its verbal or — by making s
referential connections — by its nonverbal codekinta
correct retrieval (recall) more likely.

pictures of pulley systems (for a short time) befdhe

bbgspective instructional text (see Figure 1).

By supporting computational offloading and graphica
constraining, presenting the picture for 2 secdrefsre the
text (time to extract gist) is supposed to foster
comprehension. Comprehension thereby should beed g
as when the presentation of the picture beforetéhe is

Information encoded from a text isself-paced. Comprehension should be better when the

picture is presented for 2 seconds before the(taxd when
presented self-paced) than when the picture isepted for
150 ms before the text and than when text onlyésgnted
(Hypothesis 1).

Since we assume that mental animation only benefits

from re-representation when students inspect tlotune

The model of working memory operations (Kulhavy etlong enough to acquire a detailed mental representaf

al., 1993) incorporates basic assumptions of Duzdir)
Theory (Paivio, 1991) in that it presumes that auveobal
code (i.e., structure of a map) can be used tovatetia
verbal code (i.e., facts from text). By contrastKiulhavy's

the picture, students are assumed to profit ontynfithe
picture when they are given the time to inspeftritas long
as they liked (self-paced) before the text. Stuslémis are
assumed to neither profit from the 2-second-predient

model a special status is assigned to pictures gjnap nor from the 150ms-presentation of the picture teefihe
Pictures are thereby encoded as mental images heretext compared to the presentation of text aloneaAssult,

their spatial structure is preserved (Kosslyn, 398%ntal
images can be processed as a single unit in workigrgory
so that information within the image
simultaneously available for use. When accompanyéxg
that describes the picture is read, facts fromtétxe will be
related to their position within the spatial sturet of the
mental image. Retrieval success for facts fromtthe is
therefore increased, because to retrieve facts fihentext, it
is sufficient to activate the mental image of thetyre. The
mental image of the picture will be activated tdgetwith
all its embedded information, that is, informatifsam the
picture and from the text.

To sum up, pictures foster recall from text, beeathey
provide an additional representation that (becanfsdéts
spatial structure) is especially suited to helpetrieving of
information.

However, information from text and picture are cected
to each other on the basis of single facts or corapts
(Kulhavy et al., 1993; Paivio, 1991).
representation (from short initial presentationpnfr the
picture by definition does not contain single comgats or
facts (or they are weakly represented only). Sidgtgs in
the verbal code thus cannot be related to singtepoments
from the picture. Accordingly, these facts are bhetter
retrieved when presented with text and a pictureafehort
time than when presented with text only. Only whbe
picture can be inspected for a longer time, sifigés from
the text can be related to single components irptbeire,

and thus recall may profit from the dual coding of

information.

Hypothesis 2 states that mental animation is bettem the
presentation of the picture before the text is-patfed than

becomeswhen the picture is presented for a short time q2se

150ms) before the text and than when no picture is
presented (text only). No difference between tmedHatter
conditions is expected.

Since recall of single facts or components is assksand
recall of single components is assumed to profiy drom
dual coding at longer inspection of a picture (sEited),
recall should be better only when students caneictsthe
picture for as long as they like (before the textinpared to
the presentation of text alone. The 150ms- and2gex-
presentation of the picture before the text thus aot
supposed to foster recall compared to the presentaf
text only. To conclude, Hypothesis 3 states thatlfels
better when the presentation of the picture betloeetext is
self-paced than when the picture is presented fshart
time (2sec or 150ms) before the text and than when

A holistic picture is presented (text only). No differencewssn the

three latter conditions is expected.

Method

Participants and Design

Seventy-six students (60 female, 16 male, averggeMa=
23.93 yearsSD = 3.44) from the University of Tuebingen,
Germany, took part in the experiment for eithermagt or
course credit. They were randomly assigned to drfeur
experimental conditions (see Figure 1): (a) teXy,otb) a
picture presented for 150 ms before the text (150efsre),
(c) a picture presented for 2 seconds before thte(Bsec-
before), or (d) a picture presented for as longhay liked
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before the text (self-paced-before). There wereagbnl9
students per condition.

Materials and Procedure

The learning material consisted of a black-and-gvpitture
of a pulley system (Figure 1), and of a text (240rds)
describing both the spatial structure of the puldggtem
and what happens when the rope is pulled (cf. Hedar
Just, 1993). Moreover, two sentences were addddiakm
the underlying principles of pulley systems (ieach free
pulley reduces weight to be lifted by half and desbthe
length of rope to be pulled). The text contained thé
information needed to understand pulley systems.
Students were tested in single sessions of appedgisn
30 min. They were first given a demographic questire
in paper-pencil format. Then students were seatéant of
a computer screen. They were instructed to ac@sinauch
information as possible from the multimedia instiwc.

picture before text

text only

150ms-before 2 sec-before self-paced-before

i

self paced

Der flaschenzug

self paced

self paced self pace self pace

awn
EW

N=19 N=19 N=19 N=19

Figure 1: Design of the present experiment. Eadiineco
represents an experimental condition.

In every experimental condition,
started with a fixation cross that was displayed&00 ms
so that students could prepare for the upcominggmtation
of the picture (or the text). In conditions wittchire before
text, the picture then appeared on the screenitioerel50
ms or 2 seconds or it stayed on the screen untilesits
signalled that they had sufficiently inspected thieture
(self-paced). Then the experimenter pressed a keytlze
presentation of the picture was replaced by a nitzskwas
displayed for 500 ms. Then the text appeared orst¢heen.
In the text-only condition, the text appeared rigfter the
fixation cross. In every experimental conditionudgnts
were first presented with text (and picture) obaet flush
on which they were not tested, however. This “irain
trial” was presented so that students could fanka
themselves with the experimental procedure. Thefitad
on one page, and reading was self-paced in allitonsl.

Measures

We assessed comprehension of the underlying phascipf
pulley systems, and, based on the distinction frtegarty

(1992), we assessed mental animation and recaBifofe
components).

Comprehension of the underlying principles of pylle
systems was assessed with both a verbal multigieehest
(3 statements; e.g., “If the weight was attacheti@middle
pulley, then the rope would have to be pulled lith same
force than when the weight is attached to the Iqudiey”)
and a labeling test (4 items). In the labeling,tetidents
saw different depictions of pulley systems and they to
write down how much the to-be-lifted weight is redd in
the different pulley systems. There was always anig
correct solution. Each correct solution was scav@tl one
point. Results from both the verbal multiple choiest and
the labeling test were merged in the analysis, lsat t
students could score a maximum of seven points for
comprehension of the underlying principles of pglle
systems.

Mental animation and recall were assessed withrhave
multiple choice test, in which students had to fyeri
statements about pulley systems (with yes and Oog
point was given for each correct response to arstant.
Nine statements tested mental animation (e.g.théf free
end of the upper rope is let go, then the middiéepuurns
clockwise”), and eight statements tested recaf.(eboth
ropes are attached to the ceiling with one endhusT
students could score a maximum of nine points fental
animation, and a maximum of eight points for recall

Results

To test our hypotheses, we conducted orthogonatrasin
analyses following a procedure proposed by Nieddnth
Brauer, Robin, and Innes-Ker (2002), where hypabese
translated into specific contrast. Contrasts Al ABdeflect
the predicted pattern of results, whereas the minmi
contrasts (B and C) reflect other result patterns.

the learning phaséAccordingly, a result was considered consistenh vitte

theoretical predictions when contrast A was siatfly
significant, and the remaining contrasts (B andas)a set,
were not statistically significant.

Hypothesis 1 corresponds to contrast A1 (-1 -1 1 1)
meaning that we expected students in the 2secédefat in
the self-paced-before  condition to show better
comprehension scores than students in the text-amdlyin
the 150ms-before condition. Given that there wevar f
experimental conditions, two additional orthogoc@athtrasts
captured the residual systematic variance withinsegh
conditions that were not supposed to differ amoaghe
other (B1: -1 1 0 0; C1: 0 0 -1 1). Students in tinet-only
condition were not supposed to differ from studentshe
150ms-before condition, and students in the 2séurbe
condition were not supposed to differ from studentshe
self-paced-before  condition with regard to their
comprehension scores, respectively.

Hypothesis 2 and Hypothesis 3 both correspond to
contrast A2 (-1 -1 -1 3), meaning that we expestedents
in the self-paced-before condition to show betterntal
animation and recall than students in the text oimythe
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150ms-before, and in 2sec-before condition. Givkeat t
there were four experimental conditions, two addil
orthogonal contrasts captured the residual
variance within the conditions that were not sujgolo$o
differ among each other (B2: -1 -1 2 0; C2: -1 100
Students in the text-only condition were not suggo$o
differ from students in the 150ms-before and fraodents
in the 2sec-before condition.

For each of the three hypotheses, all three cadstrasre
entered in multiple regression analyses. Contrastvas

entered as a single predictor, and the two remginin

contrasts (B and C) were entered as a set in tHépheu
regression analysis.

Hypothesis 1 was supported (see Figure 2). A maltip
in  which comprehension of the

regression analysis
underlying principles of pulley systems was regedssn all
three contrasts revealed that contrast A1 wassttatily
significant, F(1, 72) = 12.17,p = .001. As expected,
students in the 2sec-before and in the self-paefokd
condition had better comprehension scores tharestadn
the 150ms-before and in the text-only conditione Titvo

remaining contrasts (B1 and C1), as a set, were n
significant, F < 1, meaning that comprehension scores di

neither differ between students in the 2sec-before the
self-paced-before condition nor between studentsbbms-
before and the text only condition.

aill

150-before

@ comprehension (of the
underlying principles
of pulley systems)

test scores

2sec-before self-paced-

before

text only

experimental condition

Figure 2: Results for comprehension of the undeglyi
principles of pulley systems.

systemat

Orecall
m mental animation

test scores

O RPN WMUEO O N ® O
T S S

150-before  2sec-before  self-paced-

before

text only

experimental condition

Figure 3: Results for recall and mental animation
performance.

To sum up, comprehension (of the underlying prilesip
of pulley systems) was better in the 2sec-befokiarthe

self-paced-before than in the 150ms-before andhéntéxt-

only condition, yielding support for Hypothesis Recall

and mental animation were better in the self-pduefdre

compared to the all three other conditions, suppprt
Hypothesis 2 and Hypothesis 3.

Ol'Students in the self-paced before condition ingabthe

%icture longer (than in the 2sec-before conditidreover,

reading time was shorter in the self-paced betbian in the

text only condition, but did not differ between tfeenaining

conditions. Reading time was not correlated togrerfince.

Summary and Discussion

In the present study we first hypothesized thateflyri
attending to a picture fosters comprehension bydhap
providing holistic information (Eitel et al., 201Q@hat is
sufficient to support inference generation
computational offloading and graphical constrain{B8gaife
& Rogers, 1996). Results confirmed Hypothesis Lahee
students had better comprehension (i.e., of thesnlyidg
principles of pulley systems) when they saw a petof a
pulley system for 2 seconds before they learneth fthbe
respective text than when they received text omlythe
picture for 150 ms before the text.

According to Hypothesis 2, mental animation onlgfjis

through

Hypothesis 2 was supported (see Figure 3). A mialtip from re-representation when the picture is inspedtmg

regression analysis in which mental animation perfmce €nough so that single components are encoded and

was regressed on all three contrasts revealedtmatast A represented in memory, making the piecemeal mental

was statistically significanf(1, 72) = 20.78p < .001. As  animation process possible (Hegarty, 1992, 2004)y Ge

expected, mental animation was better in the ssdbg- self-paced presentation of the picture led to betiental

before than in the 2sec-before, than in the 150efisrb and ~ animation, confirming Hypothesis 2.

than in the text-only condition. The latter thremnditions Since only longer inspection of the picture waspased

did not significantly differ among each othd#(1, 72) = to lead to dual coding of the single componentsiciviis

2.44,p = .12. Hypothesis 3 was supported (see Figurd 3). necessary to foster recall (of single components),

multiple regression analysis in which recall pemiance Hypothesis 3 stated that recall should be bettehénself-

was regressed on all three contrasts revealedtmatast A paced before compared to the other three conditiohs

was statistically significant=(1, 72) = 5.36,p = .02. As  was confirmed by the results as well.

expected, recall was better in the self-paced-kefioan in To conclude, by considering the nature of the fiamst of

the 2sec-before, than in the 150ms-before and ihahe  pictures (Ainsworth, 2006; Scaife & Rogers, 1998)¢

text-only condition. The other three conditions didt present study showed that specific predictionstmmade

significantly differ among each othét < 1. about when a picture (e.g., presented for 2secrdeéxt)
fosters comprehension in addition to learning fitet.
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